
Induced Dipoles Incorporated into All-Atom Zn Protein Simulations
with Multiscale Modeling
Yan-Dong Huang† and Jian-Wei Shuai*,†,‡

†Department of Physics and Institute of Theoretical Physics and Astrophysics, Xiamen University, Xiamen 361005, China
‡Fujian Provincial Key Laboratory of Theoretical and Computational Chemistry, Xiamen University, Xiamen 361005, China

*S Supporting Information

ABSTRACT: Zinc is found saturated in the deposited Amyloid-beta (Aβ) peptide plaques
in Alzheimer’s disease (AD) patients’ brains. Binding of zinc promotes aggregation of Aβ,
including the pathogenic aggregates. Up to now, only the region 1−16 of Aβ complexed
with zinc (Aβ1−16−Zn) is defined structurally in experiment. In order to explore the
induced polarization effect of zinc on the global fluctuations and the experimentally
observed coordination mode of Aβ1−16−Zn, we consider an all-atom molecular dynamics
(MD) of Aβ1−16−Zn solvated in implicit water. In our model, the zinc polarization affects
the whole peptide. The induced dipoles are divided into three distinct scales according to
their distances from zinc. Besides, the atomistic polarizability on the coordinating side
chains is rescaled to describe the electron redistribution effect. We show that, associated
with proper van der Waals (vdW) parameters, our model not only obtains the reasonable
coordinating configuration of zinc binding site but also retains the global stabilization,
especially the N-terminal region, of the Aβ1−16−Zn. We suggest that it is the induced
polarization effect that promotes reasonable solvent exposures of hydrophobic/hydrophilic residues regarding zinc-induced Aβ
aggregation.

1. INTRODUCTION

Alzheimer’s disease (AD) is a fatal neurodegenerative disorder
and characterized by aggregation of amyloid-beta peptide (Aβ)
into insoluble plaque in AD patient brains. Zinc is found with
high concentration in the plaque.1 It is believed that zinc plays a
key role in Aβ-related pathogenesis of AD.2−10 Zinc binding
sites are critical for the functions and/or structural
organizations of folded zinc proteins. Thus, most current
theoretical models focus on the effect of zinc within the
coordination shell. However, for unstructured peptides (i.e.,
Aβ), an accurate and efficient theoretical simulation method is
required to investigate the global impact of zinc on peptides.
Considering an accurate description of zinc binding site

interactions, the first-principal MD method or hybrid quantum
mechanics/molecular mechanics MD method (QM/MM MD)
has been recently used to study the local/global conformation
fluctuations of truncated Aβ−Zn complex.11,12 Nevertheless,
Aβ has been demonstrated to be an intrinsically disordered
peptide,13−15 so it is not sufficient to account for the impact of
zinc on Aβ in a local domain or small time scale. For example,
the 11th amino acid (a.a.) residue (Glu11) of Aβ
experimentally displays a bidentate binding fashion.16 However,
the QM-based models suggest a monodentate binding to
zinc,11,12 which might be due to the lack of correct description
of the protein environment. In order to improve the quality of
conformational sampling, more extensive interactions between
zinc and Aβ should be taken into account. However,
computational studies of the biomolecular structures in the

framework of quantum mechanics schemes are often hampered
by extremely demanding computer time.
On the other hand, classical molecular dynamics methods

with a variety of force fields have been developed to study the
global/local conformational fluctuations of zinc proteins in a
larger time scale with more extensive samplings.17−22 However,
most of the current empirical force fields do not explicitly
incorporate the effects of zinc-induced polarization and charge
transfer, which are both essential for an accurate description of
interactions in the zinc binding site.23−25 Alternatively,
coordination bonds and/or angles can be constrained to their
NMR evaluated values during the theoretical simulations. This
approach has been applied in the studies on the conformations
of Aβ monomers and oligomers upon zinc binding.26−28

On the basis of the nonbonded model presented by Stote
and Karplus,17 Sakharov and Lim additionally consider the two
induction effects, namely, the local polarization effect presented
with the atom-based point dipole model and the charge transfer
effect specified by updating charges of coordinating atoms and
zinc with time during simulations.23,29 As a complete
description of atom−atom interaction, their potential energy
function includes all energy components derived from the well-
known Kitaura−Morokuma energy decomposition.30 They
presented the induced dipoles at atom-based level which are
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only applied to the first-shell ligands of the zinc binding site for
zinc finger proteins.23

It has been pointed out that most zinc binding sites can be
classified to be either structural or catalytic.31,32 On the basis of
a statistical survey of zinc proteins, if there is no more than one
Cys out of the ligating a.a. residues, the zinc binding site is
defined to be catalytic.31 Accordingly, the zinc binding site in
Aβ, including three histidines and the fourth non-Cys
coordinating candidate, belongs to the catalytic site, while it
is a structural site in zinc finger proteins. The ligands transfer a
lesser amount of charges in most catalytic sites than in
structural sites, enabling zinc to serve as a Lewis acid. As a
consequence, the charge-dependent polarization capacity of
zinc in catalytic sites is generally stronger than that in structural
sites.31 In fact, it has been noted that those residues (i.e., Arg5
and Gly9 in Aβ) relatively far from zinc are also polarized.11

Therefore, it is necessary to account for the global impact of
zinc-induced polarization force on Aβ in the MD simulation.
In this paper, we study the 1−16 region of Aβ complexed

with zinc (Aβ1−16−Zn),
16 in which the 6−14 region is

considered the minimal zinc binding domain of Aβ.12 Different
from the strategies outlined by Sakharov and Lim,23 we
consider zinc-induced dipoles covering the whole peptide,
which are simulated at three resolutions, ranging from the
residue-based level, to the intermediate level, and to the atom-
based level. With atom-based dipoles applied to the zinc
binding site, some atomic information related to zinc binding
site, such as the coordination bond length and number, can be
studied. With the multiscale dipoles applied to the whole
peptide, the computational cost increases linearly only with the
a.a. residue number. Besides the polarization effect, charge
transfer is also taken into account in our MD method for Aβ−
Zn discussion. As suggested by Sakharov and Lim, a linear
approximation is employed here to calculate the distance-
dependent charge transfer from each ligating atom to zinc.23

Our MD method has been assessed upon several statistical
properties, such as root-mean-square deviations from the
experimental structure, radius of gyration, coordinating bond
length, and hydrogen bonds involved in the secondary structure
of interest. In addition, the solvent-accessible surface area of
individual residue is also recorded to explore solvent exposure
of a.a. residues. In the end, our method is applied to another
zinc complex also with a catalytic-type zinc binding site. The
results show that our method is able to reproduce the
coordinating configuration as well as the global stabilization
of Aβ1−16−Zn, which is compatible with experimentally
determined structures.

2. METHODS
In this work, the potential energy function that describes the
interaction between zinc and Aβ1−16 peptide consists of
electrostatic polarization force, the Coulomb force, and vdW
force, which is given by
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The formula is similar as the conservational nonbonded
model,17 except for an additional term, the electrostatic
polarization energy Vpol. The initial charges, qZn

0 and qi
0, of

zinc and peptide atoms are extracted from the CHARMM22
force field. The charge transfer effect is incorporated by
adjusting charges on zinc and its coordinating atoms at any
time step during simulations. Δqi→Zn is the charge transferred
from the ith protein atom to zinc, while ∑iΔqi→Zn is the
summation of charges transferred from protein atoms to zinc.
In practice, only those atoms that directly form coordinating
bonds with zinc donate charges.

2.1. Charge Transfer Estimations. The amount of charges
transferred to zinc is estimated only from the four amino acids
(His6, Glu11, His13, and His14) of Aβ1−16. Three neutral
histidines and one negatively charged glutamic acid are
modeled, respectively, by three imidazole rings (IMI) and
one formate (HCOO−) that tetra-coordinated to zinc
([Zn2+(IMI)3HCOO

−]1+). The initial structure of the complex
[Zn2+(IMI)3HCOO

−]1+ is extracted from the NMR structure
(PDB ID: 1ZE9)16 and fully optimized at the B3LYP/6-31+G*
level using the Gaussian 03 program.33 For the optimized
complex, the transferred charges are then calculated by using
the NBO version 3.1 module in Gaussian 03 at the same level,
where natural population analysis and the second order
perturbation theory analysis of the Fock matrix in the NBO
basis are considered. The computations of force constants and
the vibration frequencies indicate that after optimization the
structure is a global minimum (Table S1, Supporting
Information).
For zinc-finger protein, assuming a highly symmetric

structure between zinc and ligands, Sakharov and Lim
suggested that each ligand in the complex transfers the same
amount of charge to the zinc. Thus, they calculated the amount
of charge donated by each ligand simply from the partial charge
on z i n c . 2 3 D iff e r e n t l y , t h e g e ome t r y o f t h e
[Zn2+(IMI)3HCOO

−]1+ complex has lower symmetry. Thus,
we have to explicitly calculate the charge donated from each
ligating atom to zinc. On the basis of the values of second order
perturbation energy in NBO calculation, the amount of charge
accepted by zinc appears to be contributed mainly by the
coordinating atoms. The π orbital metal-to-ligand donation can
be excluded because the ligand atoms are all poor electron
acceptors.34 Therefore, here we focus on the charges donated
by the atoms that directly bind to zinc. The transferred charge
is then given by

Δ = −→q F E E[ (L, Zn)/( )]L Zn Zn L
2

(2)

where ΔqL→Zn is the quantity of charge transferred from the
lone pair orbital (LP) of the donated atoms to the anti-LP
orbital (LP*) of zinc, F(L, Zn) presents the Fock matrix, and
EZn − EL is the energy difference between LP* of zinc and LP
of ligand atom L.
From the quantum calculation, the three ligating nitrogens in

imidazoles and the ligating oxygen in carboxylate respectively
donate 0.094e, 0.094e, 0.084e, and 0.13e, the sum of which
occupies 98.5% of the amount of transferred charge, i.e., 0.41e,
that zinc accepts. The equilibrium distances between zinc and
the three ligating nitrogens and one oxygen are 2.05, 2.05, 2.08,
and 1.98 Å, respectively. As implemented in the model by
Sakharov and Lim,23 the amount of charge ΔqL→Zn transferred
from the ligand atom L to zinc is linearly related with their
interatomic distance rZn,L, as given by
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Δ = × +→q a r bL Zn L Zn,L L (3)

in which the atom L represents the ligating nitrogens in the
imidazoles and the ligating oxygen in the formate. The charge
transfer parameters, aN and bN, for nitrogens can be fixed if only
two points on the line are given. Here, the first point is offered
by the average equilibrium distance between ligating nitrogens
and zinc rZ̅n,N = (2.08 + 2.05 + 2.05)/3 = 2.06 Å and the
average transferred charge from ligating nitrogens to zinc
ΔqN→Zn = (0.094 + 0.094 + 0.084)/3 = 0.091e. In order to
make the charge transfer parameters consistent with the force
field, the second point is obtained from the force field. The sum
of the vdW radii of the ligating nitrogen and zinc is considered
as the cutoff distance, at which the transferred charge reduces to
zero. Thus, the charge of ligating atoms beyond the cutoff
distance is constant. bO and aO for the ligating oxygen can be
calculated in a similar fashion. At any time-step t during
simulations, the transferred charge ΔqL→Zn is changed
according to eq 3 only if rZn,L is smaller than the sum of the
vdW radii of zinc RZn and the ligating atoms.
In the paper, two sets of vdW parameters are discussed. As

shown in Table 1, vdW2 is the vdW parameter set of zinc from

the CHARMM22 force field,35 which can reproduce the
experimental first-shell Zn−O distances, coordinating numbers
(CNs) in water, and the absolute experimental hydration free
energies of zinc. vdW1 is the vdW parameter set of zinc
obtained by adjusting vdW2 to reproduce the experimental
hydration free energy of zinc relative to the hydration free
energy of other metal dications.36 Thus, two sets of aL and bL
are determined, as given in Table 1.
2.2. Multiscale Point Dipole Model. In the model, we

describe the dipoles with three scales, ranging from the residue-
based level, to the backbone/side-chain-based level, and to the
atom-based level. For the zinc binding site, if it is the backbone
(or side chain) of a residue that binds to zinc, then the atom-
based dipole is considered for the backbone (or side chain),
and the polarization effect on the corresponding side chain (or
backbone) is simulated with a single coarse-grained dipole. The
residue-based dipoles are considered for all the residues that
locate outside the zinc binding site. In detail, from the crystal
structures obtained with NMR experiment, zinc tetrahedrally
binds to the side chains of residues Glu11, His6, His13, and
His14.16 Thus, the dipoles are atom-based for the four
coordinating side chains (see the red groups in Figure 1).
Correspondingly, four backbone-based dipoles are applied to
the backbones of these four residues (see the green balls in
Figure 1). For the rest of the 12 amino acid residues, residue-
based dipoles are defined (see the white balls in Figure 1).
The peptide atom−atom polarization interaction is much

weaker compared with the polarization effect induced by zinc,
and has been implicitly included in the CHARMM22 force field
simply by adjusting atomic charges to reproduce the interaction
energy.35 Thus, in the present work, we follow the assumption
by Sakharov and Lim23 that the biomolecule is polarized utterly

due to the electric field created by the charge of zinc. As a
result, the polarization energy VP is given by
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in which the activation energy, VA, is known as the self-
polarization energy to create the induced dipoles of either
peptide or zinc;37 Vq,μ

PA denotes the total interaction energy
between the point charge of zinc and induced dipoles of
peptide and between the point charges of peptide atoms and
the induced dipoles of zinc; and Vμ,μ

PA denotes the total
interaction energy between induced dipoles of peptide and
induced dipoles of zinc. The sum of Vq,μ

PA and Vμ,μ
PA is the

polarization energy relative to VA. Consequently, the net
change in interaction energy, VP, is obtained as in eq 4. The
summations in eqs 4−7 are over all induced dipoles. μ⇀i is the

dipole moment of the ith induced dipole. ⇀Ei
0
and ⇀μ

Ei are the
electric fields at site i and created by neighboring point charges
and induced dipoles, respectively. Considering the electric fields

at site i belonging to peptide, ⇀Ei
0
is generated by the point

charge of zinc and ⇀μ
Ei by the induced dipole of zinc. For the

electric fields at zinc, ⇀Ei
0
is created by the point charges of all

peptide atoms and ⇀μ
Ei by the induced dipoles of peptide.

Assuming a linear response approximation, the induced
dipole moment μ⇀i at the ith site is proportional to the local

electric field, ⇀Ei which is the sum of ⇀Ei
0
and ⇀μ

Ei :

μ α⇀ = ⇀Ei i i (8)

Table 1. The Two Sets of vdW Parameters (vdW1 and
vdW2) and the Corresponding Two Sets of Charge Transfer
Parameters

RZn (Å) εZn (kcal/mol) aN (e/Å) bN (e) aO (e/Å) bO (e)

vdW1 0.88 −0.183 −0.14 0.38 −0.22 0.57
vdW2 1.09 −0.25 −0.1 0.3 −0.16 0.45

Figure 1. Schematic diagram of multiscale dipoles applied to the
Aβ1−16−Zn complex. Twelve big balls denote the residue-based
dipoles. Four smaller balls represent the backbone-based dipoles. The
chemical groups in bonds employ the atom-based dipoles. The small
ball in the center is zinc.
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where the proportionality constant αi is the polarizability of the
ith polarizable unit. In the current work, we assume that the
polarizability is isotropic and constant. The standard polar-
izabilities of peptide residues and atoms can be found in the
literature.38,39 The polarizability of zinc is 2.294 Å3.40 The
polarizability of the deprotonated nitrogen on an imidazole is
2.8 Å3,23 which is bigger than the value 1.09 Å3 provided in
earlier research.39

In fact, there are two factors that can affect the polarizabilities
of polarizable atoms, namely, the amount of electrons and the
distance of the electrons from nuclear charge. The polarizability
of an atom increases as the amount or the distance increases,
because the nuclear charge has less control on charge
distribution. Electrons on a ligating side chain are delocalized
and redistributed under strong electric field created by zinc.
The redistribution of electrons leads to the increased
polarizabilities of atoms that directly bind to zinc and the
decreased polarizability of other atoms on the same side chain.
Here, the polarizabilities of the ligating atoms are adjusted by
multiplying the standard values with a parameter 2.8/1.09,
while the atomic polarizabilities of other atoms on the same
ligating side chain are modified simply by setting them to zero.
As for the fragments out of the zinc binding site, we assume
that the electric field created by zinc is able to distort the
electron cloud of atoms but is not strong enough to affect the
molecular orbital. Thus, the residual polarizability has to not be
modified.

The total electric field ⇀EZn at zinc is the vector sum of the
electric field due to the current charges of protein atoms and
induced dipoles in protein:
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where ⇀E Zn
0
is the electric field created from the current charges

of protein atoms with summation over all peptide atoms and
T iZn, is the ith element of the dipole field tensor with
summation over all the induced dipoles in the peptide.

The total electric field ⇀Ei at the ith dipole in the peptide is

the sum of the field ⇀Ei
0
caused by the current charge and the

field μ⇀Ti i,Zn caused by the induced dipole on zinc:
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In turn, the corresponding induced dipole moments are
obtained with eq 8. Subsequently, we can solve the self-
consistent field by iterating the coupled equations (i.e., eqs
8−10) until the convergence condition that the polarization
energy change is smaller than a minimum (1.0−6 kcal/mol) is
satisfied.
In order to avoid the calculation of the derivative of the

polarization energy with respect to the induced dipole
moments, the polarization energy is represented by another
form here. Multiplying vector μ⇀i on both sides of eq 10, we can
obtain the following identity:

∑ ∑ ∑μ μ μ μ α μ− ⇀·⇀ − ⇀ ⇀ + ⇀· ⇀ =−E T
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As a result, we rewrite the induced polarization energy in the
following form:41
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Since the derivative with respect to any induced dipole moment
is zero, the polarization forces can be derived as follows:
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The approximation used in eq 8 shows a growth of the
induced dipoles with the distances between induced dipoles
and zinc, which becomes no longer valid at close distances. In
order to avoid unphysical growth of the induced dipoles at
close distance, a cutoff distance ri,Zn

cutoff is considered, which is
assumed to be equal to the sum of the vdW radii of atoms
(residues) and zinc, and then multiplied by the parameter 0.92,
as suggested in the literature.23 For each dipole−dipole pair,
ri,Zn = ri,Zn

cutoff if ri,Zn ≤ ri,Zn
cutoff.

The center of a coarse-grained dipole is the centroid of the
corresponding molecular fragment (residue, backbone, or side

chain in the peptide). Thus, the polarization force vector ⇀Fpol

that goes through the dipole center does not cause rotating

motion of the fragment. As a result, the polarization force ⇀fpol

acting on atoms that belongs to the fragment can be derived
simply by the following equation

⇀ =
⇀

∑
f m

F
mi i

i i

pol
pol

(15)

where mi is the atomic mass with the summation over the
atoms in the fragment.

2.3. Simulation Methodology. There are 20 conformers
shown in the PDB file of Aβ1−16−Zn (PDB ID: 1ZE9), and the
first one is suggested to be the best representative of the
ensemble, which is the one that best satisfies all of the
constraints (i.e., distance and dihedral angle constraints).16 As a
fact, the differences between these 20 conformers are pretty
small, because the calculated root-mean-square displacement of
them is only 0.89 Å. Thus, in this work, the first conformer is
chosen as the starting structure of the simulations. As to the
atom−atom interaction between peptide atoms, we employ the
popular all-atom CHARMM22 force field in conjunction with
the two-dimensional (2D) dihedral energy correction map
(CMAP) extension.35,42 CHARMM22 is parametrized in
reproducing protein conformational distributions in MD
simulations. CMAP is a 2D dihedral energy correction map
to the CHARMM22 and used to improve the sampling of
backbone torsion angles. Here, the CHARMM22/CMAP is
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called the traditional force field. The MD simulations in either
explicit or implicit solvent have been carried out in NVT
ensembles under an experimental temperature of 278 K. All
simulations are carried out near neutral pH, so the acid residues
such as Glu and Asp are deprotonated, whereas base residues
like Arg and Lys are protonated.
Explicit solvent MD simulations with standard software are

performed under the traditional force field. On the other hand,
implicit solvent MD simulations are performed under the new
force field where charge transfer and induced polarization effect
are added to the traditional force field.
2.3.1. Explicit Solvent Simulations. The MD simulation

software NAMD is used to simulate the Aβ1−16−Zn complex
solvated in a water box filled with TIP3P water molecules.43

Counterions are not needed for the neutral Aβ1−16−Zn
complex. The vdW and electrostatic forces are switched at a
distance of 10.0 Å to zero at 12.0 Å. A Langevin thermostat is
used to keep the temperature constant, and the viscosity is 10
ps−1.44,45 The time step is 1 fs. In order to eliminate close
contacts, first the solute Aβ1−16−Zn is fixed, while the solvent is
relaxed at an NVE ensemble until the water reaches
equilibrium. Second, the solute is released, and the whole
system undergoes 50 ps of energy minimization. Finally, a 30 ns
simulation is carried out.
2.3.2. Implicit Solvent Simulations. Simulations with

explicit solvent molecules require prohibitive costs of computer
resource and time especially in solvent relaxing. Implicit solvent
has been proved to be more efficient than explicit solvent for a
small peptide complex like Aβ1−16−Zn. Thus, in order to speed
up the simulation and meanwhile to improve the efficiency of
sampling with a short simulation, we employ the generalized
Born/solvent accessible surface area (GB/SASA) model46−48 as
an implicit solvent model. The GB method approximates the
polar contribution to the solvation free energy, while the
nonpolar contribution can be approximated with a term
proportional to the SASA.49

The GB model adopted here is originally proposed by Still
and co-workers50 and parametrized later specifically for
proteins, peptides, and nucleic acids within the CHARMM all
hydrogen and polar hydrogen force fields.46 Compared with the
standard numerical values derived from the finite differential
Poisson−Boltzmann (FDPB) method implemented in the
software Delphi,51 the vdW radius of zinc as the intrinsic radius
in the GB model would produce an underestimated effective
Born radius of zinc and therefore overestimated solvation free
energy. In order to overcome these problems, following the
approach applied to the intrinsic radius of polar hydro-
gen,46,50,52 we set the intrinsic radius of zinc to 1.8 Å.
SASA values are obtained with the LCPO approximation47

with a solvent probe radius of 1.4 Å. Atomic SASAs are
computed by using
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where N(i) denotes the neighbor list (NL) of i (the list of
neighboring spheres that overlap with sphere i). In the first
term, S1 is the surface area of the isolated sphere corresponding
to atom i. Aij is the area of sphere i buried inside sphere j.
Therefore, the second term involves the sum of pairwise
overlaps of sphere i with its neighbors. The third term presents
the sum of overlaps of neighbors of i with each other. The
fourth term is a further correction for multiple overlaps.
Besides, in order to further improve computational efficiency,
an optimization method called neighbor-list reduction (NLR)48

is employed when SASA is computed, which allows selected
neighbors of a central atom to be removed from the
computation in a preprocessing step. Thus, it allows the
calculation of the atom’s surface area to proceed with a shorter
list of neighbors.48 In the current work, new parameters P1 to
P4 with respect to different types of atoms for both LCPO and
LCPO/NLR are derived using our own training set of zinc
proteins so as to make them consistent with the CHARMM22
force field (Table S2, Supporting Information). Given the total
SASA of the solute, the nonpolar solvation free energy is equal
to SASA timing a phenomenological surface tension coefficient
of 0.00542 kcal/(mol·Å2).
The implicit solvent simulations are also combined with

Langevin dynamics with the same viscosity, 10 ps−1. Notably,
the external friction and random forces here act only on the
heavy atoms on the peptide surface to avoid unphysical
fluctuations of buried atoms. The time step is set at 1 fs too, but
the cutoff approach is not used. Similarly, in order to avoid
close contacts, the energy of the complex is minimized for 50 ps
before a 15 ns simulation is carried out.

3. RESULTS

Mainly two MD simulations of the Aβ1−16−Zn complex
solvated in the implicit solvent are carried out in the current
work. The first simulation (Sim1) adopts the model proposed
by Sakharov and Lim,23 where only the atom-united dipoles are
considered for the side chains that directly bind to zinc with the
vdW parameter set of vdW1 (see Table 1). The second
simulation (Sim2) corresponds to our model, in which the
multiscale dipoles are used to account for the polarization effect
of zinc on the whole peptide. Sim2 adopts the vdW parameter
set of vdW2 (see Table 1). In order to compare the results
produced by Sim1 and Sim2, some structural and dynamic
quantities are computed by averaging along the trajectories.
Images are rendered with VMD.53

3.1. Root-Mean-Square Deviation (RMSD). In the
simulation, the initial positions of atoms are determined from
the NMR structure. Because in the NMR structure the first and
the last residues are weakly defined, the RMSD of the backbone
Ca atoms is then calculated without these two residues. The
RMSD trajectory for Aβ1−16 is given by the blue solid line in
Figure 2. The RMSD trajectory of the backbone Ca atoms for
the minimal zinc binding domain, Aβ6−14, including all four
coordinating a.a. residues, is also plotted with a green dashed
line in Figure 2. The RMSD trajectory of a zinc binding center,
containing zinc and another five atoms that directly bind to it, is
shown by the red dotted line in Figure 2.
For Sim1 in Figure 2a, the RMSD of Aβ6−14 equilibrates fast

and keeps stable throughout the simulation, but there are two
evident jumps away from the native structure for the RMSDs of
Aβ1−16 and the zinc binding center before they reach
equilibrium. Differently, one can see that all three RMSD
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trajectories keep stable after the short transient period for Sim2
in Figure 2b.
Averaging the RMSD trajectories along the time after

convergence (here and after we use the period of the last 5
ns as the sampling region), the mean as well as standard
deviation of RMSD is obtained (Table S3, Supporting
Information). One can see that either Sim1 or Sim2 is able
to retain the structure of the minimal zinc binding domain
(1.30 Å for Sim1 and 1.44 Å for Sim2); however, Sim2
produces much smaller RMSD values of whole Aβ1−16 and
RMSD values of the zinc binding center. The smaller RMSD of
Aβ1−16 for Sim2 indicates the significance of the induction effect
of zinc on the structural stabilization of the global region of
Aβ1−16 peptide. Thus, compared to Sim1, Sim2 replicates better
the conformational stabilization of the N-terminal region in the
presence of zinc. The use of vdW2 as well as the rescaling of
atomic polarizability to the atoms on ligating side chains can
stabilize better the structure of the zinc binding center.
3.2. Radius of Gyration. Now we discuss the radius of

gyration Rg which is defined as

=
⇀ − ⇀

∑
R

m r r

m

( )i i

i
N

i
g

c
2

(17)

where ⇀rc is the vector to specify the center of mass of the
complex with N atoms, ⇀ri is the position vector of atom i with
mass mi, and the sum is over the N atoms in the complex. The
radius of gyration as a function of time is illustrated in Figure 3,
where the blue dashed line is the Rg

0 of the NMR structure.

Compared with Rg
0, Sim2 provides a better Rg than Sim1. It has

been stressed in the literature that the structure of Aβ1−16
would become more compact upon zinc binding.16 Thus, the
bigger Rg

0 with higher fluctuations produced by Sim1 is similar
to that found in apo Aβ1−16, implying that the impact of zinc is
underestimated in Sim1. These results indicate that the global
consideration of the zinc-induced dipoles is critical to keep the
complex under a reasonable radius of gyration.

3.3. Coordination Geometry and Secondary Struc-
ture. In the NMR structure, zinc is tetrahedrally coordinated to
four a.a. residues, namely, Glu11 and His(6, 13, and 14). The
carboxylate side chain of Glu11 binds to zinc in a bidentate
fashion with the Zn−O distance 2.11 Å. Nδ atoms of His6 and
His14 have a distance of about 2.1 and 2.3 Å from zinc,
respectively, while the Nε atom of His13, about 2.14 Å.
With Sim2, two oxygens on the carboxylate coordinate with

zinc, as highlighted in Figure 4b. However, with Sim1, one of

the two ligating oxygens is excluded off the zinc binding center
(Figure 4a). As far as we know, we are the first to capture the
bidentate mode of Glu11 bound to zinc in the Aβ1−16−Zn
complex with MD simulation based on the model without any
bond or angle constraint. In fact, from the optimized structure
of the complex [Zn2+(IMI)3HCOO

−]1+, the carboxylate forms
asymmetrical ZN−O bonds with zinc (1.98 and 2.48 Å), which
is consistent with the results derived from the previous QM
studies.28,54 It has been suggested that the bidentate binding
fashion characterized by weaker Zn−O bond strength and
similar Zn−O bond length observed in proteins depends not
only on the Zn−O interactions but also on other interactions
among ligands55 under a certain protein environment. We
found that Oε1 (Glu11) is involved in two hydrogen bonds
with Hβ2−Cβ (His14) and H−N (Glu11), respectively, while
Oε2 (Glu11) keeps a strong interaction with Hε1 (HIS13)
(data not shown). These extra interactions are in agreement

Figure 2. RMSD trajectories as a function of time derived from (a)
Sim1 and (b) Sim2. The RMSDs of the backbone Ca atoms for the
whole peptide Aβ1−16 and for minimal zinc binding domain Aβ6−14 are
represented with solid lines and dashed lines, respectively. The RMSD
of the zinc binding center, including zinc and another five atoms that
directly bind to zinc, is plotted with dotted lines.

Figure 3. Trajectories of the radius of gyration of the complex Aβ1−16−
Zn as a function of time given by Sim1 and Sim2. The dashed line is
the standard value derived from the NMR structure.

Figure 4. Snapshots of the Aβ1−16−Zn complex obtained from MD
simulations (a) Sim1 and (b) Sim2, respectively. The ligating residues
(His(6, 13, and 14) and Glu11) are illustrated with ball-bond mode.
The coordinating atoms, including Nδ1 (His6), Nε2 (His13), Nδ1
(His14), Oε1 (Glu11), and Oε2 (Glu11), are highlighted by making
the rest of the atoms transparent. The abbreviations E and H denote
Glu and His, respectively. The helix-like structure is the irregular 310
helix.

The Journal of Physical Chemistry B Article

dx.doi.org/10.1021/jp4021933 | J. Phys. Chem. B 2013, 117, 6138−61486143



with the NMR structure. As a consequence, our method can
capture the bidentate binding mode.
Differently, the use of a smaller radius of zinc in Sim1 directly

leads to the exclusion of Oε1 (Glu11) due to the limit in the
space of the zinc binding center. From Table 2, one can see

that, compared to the NMR data, Sim2 gives better
coordination bond lengths than Sim1. The mean absolute
deviation of the bond lengths from the NMR data obtained by
Sim2 is 0.056 Å, which is much smaller than 0.51 Å obtained by
Sim1.
There is an irregular 310 helix in the C terminus of Aβ1−16

characterized by two hydrogen bonds formed by backbone O
(Glu11)−H−N (His14) (HBond1) and O (Val12)−H−N
(Gln15) (HBond2), respectively. When the distance between
donor (backbone O) and acceptor (backbone N) is smaller
than 3.5 Å and simultaneously the hydrogen bond angle is
bigger than 110°, a hydrogen bond is considered to exist. The
mean distances as well as angles of the two backbone hydrogen
bonds are listed in Table 3. These results indicate that, although
the HBond2 is captured, Sim1 fails in reproducing the HBond1,
since the donor−acceptor distance 4.46 Å exceeds the up limit.
From Table 3, one can see that both HBond1 and HBond2

are kept by Sim2. Thus, the irregular 310 helix can be observed
in Sim2 (see Figure 4b), which is consistent with the
experimental observation.
3.4. Solvent Exposure of Residues. Here, the solvent

exposure of a residue (SE-Res) is specified by the solvent
accessible surface area of the residue. As illustrated in Figure 5,
except for the residue Glu3, to which either Sim1 or Sim2
provides overestimated SE-Res, Sim2 in general shows a better
tendency of SE-Res over the a.a. residue sequence, because the
mean absolute/relative error of SE-Res over the 17 residues is
33.7/0.40 Å2 for Sim1 and 22.8/0.29 Å2 for Sim2. Notably, in
order to capture the global error, the individual big relative
errors for residue 14 (i.e., 21.7 Å2 for Sim1 and 7.7 Å2 for Sim2)
are not counted in.
Here, both Sim1 and Sim2 retain the four buried

coordinating residues (His(6, 13, and 14) and Glu11) due to
the existence of zinc. However, compared with the
experimental data, the estimated values of SE-Res of Glu11
and His14 with Sim1 are worse than those with Sim2. It has
been noted that, in contrast to the locations of residues Phe4

and Tyr10 in the apo Aβ1−16 monomer (PDB ID: 1ZE7),
residue Phe4 is located in the inner core of the structures and
Tyr10 is excluded from the coordination sphere and system-
atically locates on the surface opposed to the zinc ion.16 As
highlighted in Figure 5, the results for Tyr10 and Phe4 are
plotted with solid squares for Sim1 and solid circles for Sim2.
On the other hand, Sim1 overestimates the SE-Res of Phe4,
making this nonpolar residue, like in apo Aβ1−16, stay on the
surface of the peptide.16 On the other hand, for Sim2 in which
the polarization effect has been considered for the whole
domain, the SE-Res of Phe4 is consistent with the experimental
data. Meanwhile, the solvent exposures of another three
nonpolar residues (Ala2, Glu9, and Val12) provided by Sim2
are in good agreement with the experimental observation, as
shown in Figure 5.
The disagreement of SE_Res for residues Glu3 and Tyr10

could be explained as follows. First, among 20 NMR
conformers of Aβ1−16−Zn (PDB ID: 1ZE9), residues Glu3
and Lys16 stay close to each other in some conformers,
including the first conformer, whereas in other conformers they
are separated. In both Sim1 and Sim2, residues Glu3 and Lys16
remaining apart are observed, giving the disagreement of
SE_Res for residue Glu3. Also, the separation is probably due
to the screening effect of implicit solvent on the electrostatic
interaction between residue side chains on the peptide surface.
Second, as to the residue Tyr10 that also locates on the surface
of peptide, the weakened electrostatic interactions and the
resulting decoupling with some other residues are likely due to
the screening effect of implicit solvent too.

3.5. Ligand Exchange. There is not any explicit water
molecule involved in the implicit solvent simulations, so it is
difficult to judge whether our model (Sim2) is able to capture
the experimentally observed tetrahedral coordination mode
once explicit water molecules are presented. We found that at

Table 2. The Comparison of Coordination Bond Length
Obtained by Sim1, Sim2, and NMR

coordination bond length
(Å) Sim1 Sim2 NMR

Nδ (His6) 1.96 ± 0.04 2.14 ± 0.04 2.10 ± 0.01
Nε (His13) 1.92 ± 0.04 2.16 ± 0.04 2.14 ± 0.01
Nδ (His14) 1.93 ± 0.04 2.14 ± 0.04 2.29 ± 0.02
Oε1 (Glu11) 1.92 ± 0.06 2.06 ± 0.04 2.10 ± 0.01
Oε2 (Glu11) 3.83 ± 0.09 2.07 ± 0.04 2.11 ± 0.01

Table 3. The Comparison of Hydrogen Bond Angles and Donor−Acceptor Distances in Hydrogen Bonds Obtained by NMR,
Sim1, and Sim2

hydrogen bond angle (deg) donor−acceptor distance (Å)

HBond1 HBond2 HBond1 HBond2

NMR 148.98 ± 3.65 153.30 ± 9.95 3.32 ± 0.09 3.03 ± 0.12
Sim1 146.75 ± 9.17 119.81 ± 20.06 4.46 ± 0.27 3.43 ± 0.63
Sim2 135.86 ± 13.18 122.68 ± 15.48 3.00 ± 0.17 3.46 ± 0.25

Figure 5. Solvent exposure of 17 residues in the Aβ1−16−Zn complex
provided by Sim1 (open squares) and Sim2 (open circles). Zinc is the
17th residue. The corner points of the shadow represent the solvent
exposure of residues derived from the NMR structure. The results for
residues Tyr10 and Phe4 are highlighted with solid squares for Sim1
and solid circles for Sim2.
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least it is negative for the explicit solvent simulation with the
traditional force field using vdW2, because zinc is found to be
hexacoordinated with the four residues mentioned above and
another two water molecules.
Consequently, we design a simple hybrid solvent model that

the bulk solvent is implicitly presented with the two
coordinating water molecules explicitly described. Here, the
explicit water molecules are modeled with the TIP3P model
and the force field parameters come from CHARMM22.35 The
starting structure is the equilibrium structure derived from an
explicit solvent simulation with the traditional force field, in
which vdW2 is used. Note that in the starting structure the
carboxylate of Glu11 monodentately binds to zinc. Following
the scheme suggested by Sakharov and Lim,23 the induced
polarization effect and the charge transfer effect on water
molecules are ignored in the current implement. The total
simulation time is 1000 ps for the study of ligand exchange. It is
found that there is not any ligand exchange happening after 1
ps; thus, only the time area from 0 to 1 ps in which ligand
exchange occurs is displayed in Figure 6c.

The coordination bond lengths for seven atoms, including
Nδ1 (His6), Nε2 (His13), Nδ1 (His14), Oε1 (Glu11), Oε2
(Glu11), OH2 (TIP3P-1), and OH2 (TIP3P-2), are presented
in Figure 6c as a function of time. The results show that at the
beginning the bond lengths concerned with the oxygens on the
two explicit water molecules increase and simultaneously the
bond length of Oε2 (Glu11)−Zn reduces. The exchange
process ends at 0.4 ps, and from then on, the new Oε2
(Glu11)−Zn bond maintains. Zinc-induced polarization force
enables coordinating atoms, Nδ1 (His6), Nε2 (His13), Nδ1
(His14), Oε1 (Glu11), and Oε2 (Glu11), to remain bound to
the metal. Therefore, it is not expected to see ligand exchange

again. The conformations of the zinc binding site at 0.0 and 1.0
ps are displayed in parts a and b of Figure 6, respectively, from
which one can see that two water molecules are replaced by one
of the O atoms of the Glu11. As for another four atoms not
involved in ligand exchange, their bond lengths on average
show nearly no change all through the simulation, implying that
an individual coordinating bond length is predominated by the
vdW radius of zinc. As a result, vdW2 is essential to obtain a
satisfied coordinating bond length for the Aβ1−16−Zn complex.
We also find that, if the traditional force field is used, there is
not any exchange of ligands observed, which demonstrates that
implicit solvent does not influence the coordinating config-
uration generated in explicit solvent.

3.6. MD Simulation of Rat Aβ1−16 Dimer Complexed
with Zinc. The NMR solution structure of rat Aβ1−16 dimer
upon zinc binding (rat 2Aβ1−16−Zn) (PDB ID: 2LI9) is
determined recently to explore the mechanism of rats’
resistance to pathogentic Aβ aggregation in AD.56 The NMR
measurements of this complex were carried out also at 278 K.
In the rat 2Aβ1−16−Zn complex, zinc is tetrahedrally
coordinated with four histidines. Both rat Aβ1−16 monomers
contribute two histidines (His6 and His14). Obviously, the zinc
binding sites are catalytic. The charge transfer parameters listed
in Table 1 are employed also for the system. According to the
scheme of multiscale dipoles, the side chains of the four
histidines use atom-based dipoles, the corresponding four
backbone segments adopt backbone-based dipoles, and the
other 28 residues employ residue-based dipoles. Similarly, we
carry out another two simulations for 4 ns with respect to this
system. One simulation (rSim1) follows the scheme by
Sakharov and Lim,23 and the other (rSim2) uses our model.
The RMSDs of the backbone Ca atoms for the whole dimer

(rat 2Aβ1−16) and for the zinc binding domain (rat 2Aβ6−15) are
calculated as a function of time. With respect to the rat 2Aβ1−16,
the first and last residues of the peptide are discarded in the
calculation of RMSD. From the RMSD trajectories, as shown in
Figure 7, one can see that, for both rat 2Aβ6−15 and 2Aβ1−16,
rSim2 provides a smaller RMSD than that obtained by rSim1,
indicating that our model is also applicable to rat 2Aβ1−16.

4. DISCUSSION

It has been shown that most traditional force fields share a
common limit in the calculation of electrostatic potential due to
a lack of treatment of the electronic polarization effect.
Currently, the point dipole model is one of the most widely

Figure 6. Coordination bond length varying as a function of time.
Snapshots of Aβ1−16−Zn at the time points 0.0 ps (a) and 1.0 ps (b)
are extracted from the MD simulation in the hybrid solvent. For
Aβ1−16, only the coordinating side chains are displayed and the solid
ball in the center is zinc. Coordination bond length of seven atoms
with zinc are calculated (c), including Nδ1 (His6) given by open
squares, Nε2 (His13) by up triangles, Nδ1 (His14) by down triangles,
Oε1 (Glu11) by open circles, Oε2 (Glu11) by red half-open circles,
OH2 (TIP3P-1) by blue half-open diamonds, and OH2 (TIP3P-2) by
green half-open circles, respectively.

Figure 7. RMSD trajectories as a function of time derived from (a)
rSim1 and (b) rSim2. The RMSDs of the backbone Ca atoms for the
whole dimer (rat 2Aβ1−16) and for the zinc binding domain (rat
2Aβ6−15) are represented with solid lines and dotted lines, respectively.
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used polarizable models, but this model requires a large amount
of calculations as the number of induced dipoles increases,
hindering its extensive application to large systems. In this
paper, we incorporate induced dipoles with multiscale modeling
into all-atom simulations of Aβ1−16−Zn to explicitly consider
the polarization effect of zinc on Aβ1−16. Our model (Sim2) can
be applied not only to Aβ1−16−Zn but also to other zinc
proteins with similar zinc binding sites. In addition, based on
quantum chemistry calculation, the charge transfer effect is
empirically included in the simulations.
As a comparison, another model (Sim1) which exactly

follows Sakharov and Lim’s method23 is also discussed. From
the results, we show that, although the model Sim1 is
appropriate for the proteins with structural-type zinc binding
sites,23 it is subjected to three deficiencies in describing
Aβ1−16−Zn structure: (1) The N terminus of Aβ1−16 is not well
stabilized and the irregular 310 helix in the C terminus of Aβ1−16
is not found. (2) The zinc binding site is overcompact, and
Glu11 prefers monodentate binding to zinc. (3) Phe4 locates
on the surface of Aβ1−16. Nevertheless, all three deficiencies
have been nicely solved with our model Sim2.
From the RMSD results of the zinc binding center, we show

that, combined with proper vdW parameters, induced polar-
ization of zinc is essential for reproducing the first-shell
coordination geometry evaluated by NMR experiment. First,
Sim2 uses vdW2, in which the radius of zinc is bigger than the
one in vdW1 adopted by Sim1. Such a bigger radius of zinc
directly loosens the zinc binding site, making room for the
bidendate coordination of Glu11. Second, zinc-induced
rearrangement of electrons on the coordinating side chains is
of importance and should be taken into account. Taking His13
as an example, from the QM computation, we find that even
though zinc accepts charge from the coordinating atom Nε2,
the net charge on Nε2 still increases, rather than reduces. The
increasing part is contributed by the rest of the atoms of the
imidazole ring. In a previous study, as zinc got close to the side
chain of His, the induced polarization of the whole imidzaole
was presented by increasing the charge of the coordinating
atom Nε2 with the decreasing charge on the rest of the atoms
in the imidazole ring.24 The model Sim1 modifies only the
polarizability of the ligating atoms that directly bind to zinc. In
the current paper, we reset the atomic polarizabilities on the
ligating side chains to present the electron-delocalization effect,
such as the increased polarizability of the coordinating atom
Nε2 and the reduced polarizability of the rest of the atoms in
the imidazole ring.
For zinc proteins with structural-type zinc binding centers,

e.g., zinc-finger protein, a significant amount of charge
(≈0.7e)23 is transferred from coordinating atoms to zinc,
leading to an obvious reduction of charge on zinc and
subsequently weakening the polarization capacity of zinc.
Therefore, it is unnecessary to globally consider the induction
effects of zinc on the proteins. However, regarding the Aβ1−16−
Zn peptide with a catalytic-type zinc binding center, we suggest
that the polarization force induced by zinc in the domains
outside the zinc binding site should also be taken into account
so as to stabilize the N-terminal region of Aβ1−16 which is
disordered in apo Aβ1−16.

16 This is because the charge transfer
effect plays less important roles in the interaction between
Aβ1−16 and zinc, due to less charge (≈0.4e) being transferred
from coordinating atoms to zinc. As a result, the polarization
effect of zinc out of the zinc binding site should not be ignored
for Aβ1−16−Zn.

It has been suggested that one of the possible zinc-induced
aggregating mechanisms is that zinc induces the conformational
change of Aβ to facilitate aggregation.8,26 For example, zinc
induces exposing of hydrophobic groups, which promotes Aβ
aggregation in aqueous solvent. One possible interpretation for
the location of Phe4 in the core of the peptide is that Phe4 is
involved in hydrophobic interactions with other nonpolar
groups. However, there are only four nonpolar residues (Ala2,
Phe4, Glu9, and Val12) in Aβ1−16 peptide and no hydrophobic
core composed by them is found in either apo Aβ1−16 or
Aβ1−16−Zn.

16 Noting that Phe4 is equally polarizable as polar
residues, we suggest that the zinc-induced dipole on Phe4
forms a considerably attractive interaction with zinc, determin-
ing the Phe4 to stay in the core of the peptide. As a result, the
location of Phe4 is modulated mainly by zinc through the
induced polarization force.
In order to demonstrate the ability of our model to

reproduce the tetrahedral coordination mode in the presence
of explicit water molecules, we have carried out an additional
MD simulation with a hybrid solvent. Our simulation result
echoes the conclusion by Sakharov and Lim that the induced
polarization effect combined with charge transfer effect is
critical in avoiding unwanted water bound to zinc.23 Charge
transfer reduces the magnitudes of partial charge on zinc and
therefore attenuates the electrostatic interaction between zinc
and surrounding atoms. However, the zinc-induced polarization
force on the O atom of the Glu11 compensates for the loss,
enabling the O atom on this residue to substitute the two water
molecules as a ligating atom.
We conclude that, to model the Aβ1−16−Zn complex

involved in Alzheimer’s disease, (1) RZn = 1.09 Å is more
appropriate as the radius of zinc in the framework of the
CHARMM22 force field in studying catalytic-type zinc binding
sites, and (2) most important of all, the polarization effect of
zinc should be extended to the domains beyond the zinc
binding site for Aβ1−16-like peptide. From the simulations of rat
Aβ1−16 dimer upon zinc binding, we show that our model can
be applied to other Aβ1−16−Zn-like complexes.
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