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A secure communication scheme based on the phase synchronization
of chaotic systems
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Phase synchronization of chaotic systems with both weak and strong couplings has recently been
investigated extensively. Similar to complete synchronization, this type of synchronization can also
be applied in secure communications. We develop a digital secure communication scheme that
utilizes the instantaneous phase as the signal transmitted from the drive to the response subsystems.
Simulation results show that the scheme is difficult to be broken by some traditional attacks.
Moreover, it operates with a weak positive conditional Lyapunov exponent in the response
subsystem. ©2003 American Institute of Physics.@DOI: 10.1063/1.1564934#
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Recently, secure communication schemes utilizing the
synchronization of chaos have mainly been based on th
complete synchronization between the drive and the re-
sponse chaotic subsystems. All the schemes require tha
the response subsystem should possess negative con
tional Lyapunov exponents. In this article, we propose a
secure communication scheme based on the phase sy
chronization in the drive-response chaotic system. Vari-
ous characteristics of the scheme are studied. The pro
posed scheme not only extends the potential application
of phase synchronization, but also leads to an alternative
way to design secure communication. Moreover, the dif-
ferent characteristics of complete and phase synchroniza
tion benefit the development of secure communication
with chaotic systems.

I. INTRODUCTION

An interesting phenomenon of practical importance
coupled chaotic oscillators is the synchronizing state. Vari
types of synchronization includingcomplete synchronization
~CS!,1–3 generalized synchronization,4–8 andphase synchro-
nization ~PS!9–13 have been studied. Among them, CS h
been considered as a candidate for secure communicat
Two typical approaches for this purpose include the mask
of a weak analog message signal onto a strong chaotic s
from drive to response subsystems14–16 and the modulation
of the parameters of the drive subsystem by a dig
message.17,18 Besides these approaches, there are also o
more complicated methods. They include the synchron
tion of hyperchaotic systems whose geometric structures
more complex;19–22 the use of volume-preserving maps23

which do not possess an attractor and have essentially sp
filling trajectories; the synchronization through impulsi
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coupling,24–27 the method based on the active–passive
composition with randomly multiplexed scalar coupling,28–30

and information masked by chaotic signal of a time-de
system.31,32 In order to improve the noise tolerance capab
ity, an encoding method with a lower transmission rate c
be considered, which by using we can encode a binary s
bol in N continuous rotations of the mean attractor.33,34Most
of the above-mentioned approaches are based on CS
requires negative conditional Lyapunov exponents~CLEs! of
the response subsystem.35,36 This condition is important in
maintaining the robust CS between the drive and the
sponse subsystems during the communication.

On the other hand, PS is distinguished from CS by
appearance of entrainment between the phases of intera
systems with little correlation in signal amplitudes.37,38It has
been discovered to be a key feature in the dynamics of
human cardiorespiratory system,39 extended ecologica
system,40 magnetoencephalographic activity of Parkinson
patients,41 and electrosensitive cells of paddlefish.42 In gen-
eral, if the phase differenceu of two chaotic oscillators has a
bounded value, i.e.,uuu,const, it can be considered a
PS.9–11

In this paper, we present a scheme that hides binary m
sages in the instantaneous phase of the drive subsystem
as the transmitting signal to drive the response subsystem
the response subsystem, the phase difference is detecte
its strong fluctuation above or below zero recovers the tra
mitted binary message at certain coupling strength. T
scheme is difficult to be broken by some traditional attac
and it also operates with a weak positive CLE in the respo
subsystem.

The layout of the paper is as follows. The proposed
cure communication scheme and its dynamical mechan
are described in Sec. II. Based on the scheme, we fur
restrict the transmitted signal to have bounded amplitu
instead of a linear phase increment. Thus the signal can
transmitted through physical channels. In Sec. III, an e
© 2003 American Institute of Physics
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509Chaos, Vol. 13, No. 2, 2003 A secure communication scheme
method is also proposed to detect the information bit fr
the phase difference between the transmitted signal and
response phase. In Sec. IV, the robustness of communica
is discussed. Simulations show that the scheme has ce
tolerance on noise and parameter mismatch. Section V sh
briefly that it is difficult to break the scheme with som
traditional attacks. Finally, conclusions are drawn in the l
section.

II. SECURE COMMUNICATION SCHEME

A secure communication scheme based on the phase
nal coupling approach proposed in our previous paper43 is
developed. We have shown that at strong coupling, robus
can be obtained in a drive-response system using phas
formation as the transmitted signal. Here, we utilize t
model to obtain secure communication by means of PS
block diagram of the proposed scheme is shown in Fig
Suppose that there are three identical chaotic oscilla
(xi ,yi ,zi) with i 51,2,3. In the drive subsystem, two iden
cal chaotic oscillators~1 and 2! are coupled with state vari
ablesx1 andx2 . The coupling is typical and PS can be o
tained at weak coupling.9–11,44Furthermore, we use the mea
value of two corresponding variables to obtain the instan
neous phase and utilize it as the transmitted signal. T
means that the transmitted informationfm is the phase of
mean field (xm ,ym) with xm5(x11x2)/2 and ym5(y1

1y2)/2. At the receiver,fm drives chaotic oscillator 3 using
phase coupling method at strong coupling.43 The phase syn-
chronization betweenfm andf3 can also be obtained with
small fluctuations. If a binary sequencebk is used to modu-
late the same parameter in both oscillators 1 and 2, the
formation can be hidden infm and transmitted to the re
sponse subsystem through a communication channel. W
certain coupling, the corresponding binary informationb̂k

can be recovered from the fluctuation of phase differe

FIG. 1. Secure communication scheme with instantaneous phase a
transmitted signal.
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betweenfm andf3 . When an additive noise source is add
to the channel, the system can allow certain tolerance
noise.

In the following, coupled Ro¨ssler oscillators are utilized
as an example to illustrate the secure communication p
cess. The equations for the drive subsystem are45

ẋ1,252~v1Dv!y1,22z1,21«~x2,12x1,2!,

ẏ1,25~v1Dv!x1,210.15y1,2, ~1!

ż1,250.21z1,2~x1,2210!.

The response subsystem is governed by

ẋ352v8y32z31h~r 3 cos~fm!2x3!,

ẏ35v8x31ay3 , ~2!

ż350.21z3~x3210!.

Here parametersv5v851, «, and h are the coupling
strengths in the drive and the response subsystem, res
tively. If not specified, we always seta50.15, «55
31023, and h55.3 throughout this paper. The parame
mismatchDv is modulated by a binary message. For prac
cal applications, it is not difficult to design the Ro¨ssler oscil-
lators with an analog computer.46

Amplitude of the response subsystem is defined as

r 35~x3
21y3

2!1/2. ~3!

At the transition to PS,« is almost equal toDv.44 As the two
oscillators are identical, even a small« can make them
achieve PS. The phase portraits of attractors (x1 ,y1) and
(xm ,ym) after PS are shown in Figs. 2~a! and 2~b!. They
have similar geometric structures. As the Ro¨ssler attractors
and the mean field shown in Figs. 2~a! and 2~b! have single
rotation center, their instantaneous phase can be simply
tained by

f j5arctanS yj

xj
D with j 51,2,3,m. ~4!

In the scheme, we usefm as the transmitted signal in
stead off1 ~or f2) to enhance the security. This is due to t
fact that the trajectory of (xm ,ym) has a more complex retur
map of rotation period@as shown in Fig. 7~b! that will be

the

FIG. 2. Projections of the phase portraits:~a! Rössler oscillators (x1 ,y1),
and ~b! mean fields (xm ,ym) with Dv50. The straight line in~b! corre-
sponds to Poincare´ surface. Equations~1! and ~2! are numerically solved
using the fourth-order Runge–Kutta method with time step 131023.
 license or copyright, see http://ojps.aip.org/chaos/chocr.jsp
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510 Chaos, Vol. 13, No. 2, 2003 Chen et al.
discussed later#. If fm is considered on the real line, the ra
of this increase will typically vary in a chaotic manner.47

This means that the rate of increase of the phase variable
be modeled as a mean steady drift with a zero mean cha
fluctuation. Thus, we can write

fm5Vmt1jm , ~5!

where Vm is the average frequency. The termjm can be
interpreted as chaotic fluctuation47 or effective phase
noise37,38 as shown in Fig. 3~b!. Figure 3~a! shows the PS
betweenf1 and f2 at weak coupling whereu2215f2

2f1 while Fig. 3~c! is the PS betweenfm andf3 at strong
coupling. Both phase differences have amplitude fluct
tions.

To modulate the information on the instantaneous pha
we letDv change with the binary information in the follow
ing way:

Dv5H 0.01 if bit to be transmitted51

20.01 if bit to be transmitted50.
~6!

Each time whenym passes through zero in the positive d
rection which is shown as the Poincare´ surface in Fig. 2~b!,
Dv is triggered to the value corresponding to the next bin
information. Therefore, the time period for one bit is just t
duration for one rotation. If we transmit a sequence of b
plotted in Fig. 4~a!, the correspondingjm still appears as
random fluctuation, as observed in Fig. 4~b!. At the response
subsystem, the phase differenceum23 shows a PS state with
small amplitude fluctuations, as observed in Fig. 4~c!. From
this figure, it seems difficult to extract binary informatio
from the fluctuation. However, if we only observe the flu
tuation between 0.01 and20.01 as plotted in Fig. 4~d!, the
binary information can be found from the different appe
ances of the amplitude. When the amplitude fluctuates ab
zero at most of the time, it represents the bit ‘‘1.’’ Otherwis
it is ‘‘0.’’ By this means, the corresponding binary informa
tion b̂k can be detected successfully, as shown in Fig. 4~e!.

The communication mechanism can be explained as
lows: Before the information bit is modulated ontoDv, the

FIG. 3. Time evolution of~a! phase differenceu221 in the drive subsystem
~b! phase fluctuation of mean fieldjm with mean frequencyVm51.034, and
~c! phase differenceu32m in the response subsystem. Here we setDv50.
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two coupled and identical oscillators in Eq.~1! approach PS
at a small coupling strength. This is considered as PS un
weak coupling.44 In particular,fm is the phase of their mea
fields and can be considered asfm'f1,2, as observed in
Fig. 3~a!. However, the coupling is a strong one for the ca
of the response subsystem,43 with f3>fm but their differ-
ence has occasional large fluctuations over small ones. I
neglect the intermittent large fluctuations shown in Fig. 3~c!,
similar chaotic fluctuations are produced in most cases
strong coupling strength, i.e.,j3'jm . For Rössler oscilla-
tors, the average frequency is almost equal tov, i.e., V1,2,m

'v. After the information bit is modulated ontoDv, the two
chaotic oscillators in Eq.~1! are still identical and sofm

'f1,2 is maintained. On the other hand, as the first t
functions ~i.e., x and y functions! in Eq. ~1! both have the
samev andDv, the result is that the average frequencies
Eq. ~5! could be written asV1,2,m'v1Dv. By this means,
the information bits are modulated into the average f
quency of the instantaneous phase. If this frequency va
much smaller than the amplitude of chaotic fluctuationsjm ,
the drive signal with the hidden information bits still appea
noise like. In our example, the change of mean frequency
modulating ‘‘1’’ or ‘‘0’’ is Dv, which is rather small. The
noisy phenomena are shown in Fig. 4~b!. By this means, the
information bits can be extracted only if the exact trajecto
of jm is known. BecauseDv mainly affectsVm , j3'jm is
maintained at strong coupling when the information bits
utilized for modulation. The feedback termh(•) in Eq. ~2!
also makes their average frequency close to each other a
time, i.e.,V35Vm . Thus,h(•)Þ0 and it indicates a smal
time delayt betweenf3 andfm to show the nonzero feed
back. If information bit ‘‘1’’ is used for modulation, it indi-
cates thatfm should makef3 faster. Their values can b
written asf3(t)5fm(t2t) wheret.0. As bothf3 andfm

increase linearly, their differenceum23.0 in most cases. On
the contrary, if information bit ‘‘0’’ is encountered, the phas
difference isum23,0 in most cases, as observed in F
4~d!.

The mechanism of our proposed scheme is much dif

FIG. 4. Time evolution of~a! the binary sequencebk ; ~b! the phase fluc-
tuation of the transmitted signaljm ; ~c! and ~d! the phase differenceum23

with um235fm2f3 ; ~e! detected binary informationb̂k .
 license or copyright, see http://ojps.aip.org/chaos/chocr.jsp
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511Chaos, Vol. 13, No. 2, 2003 A secure communication scheme
ent from that of parameter modulation corresponding to C
In the latter scheme, the nonidentical drive-response sys
represents bit ‘‘1’’ while the identical setup represents ‘‘0
At the response subsystem, the information is recovered
calculating the difference between the transmitted and
reconstructed signals. It corresponds to the nonsynchron
tion or synchronization state between the drive and the
sponse subsystems. However, with our method, the pha
measured according to the small time delayt and PS is
maintained even for two different oscillators.43 Therefore,
the detection of ‘‘1’’ or ‘‘0’’ in the response subsystem
related to different time delays between the drive and
response phases. If we use some other parameter valu
the response subsystem, PS is always maintained, bu
time delay that appears as fluctuations below or above
cannot reflect the correct information bits.

Unlike CS that utilizes state variables as the transmit
signals, our model only uses the phase of the drive s
system while the amplitude information is not transmitted
all. As a result, the amplitudes between the drive and
response subsystems remain chaotic during the deco
process although the coupling strength in the response
system is rather strong. By this means, their maximum C
remains positive even with a large value ofh. This can be
found from Fig. 5. In Fig. 5~a!, with the increase ofh from 0
to 10, the maximum CLE reduces gradually, but still rema
positive. Figure 5~b! shows the corresponding maximu
cross correlation between the amplitudesr m and r 3 , where
r m is the amplitude of the mean attractor (xm ,ym). At h
55.3, their maximum cross correlation is about 0.45, wh
is still weak. This property is different from that of CS
where negative CLE of the response subsystem is neces
to obtain the strong coherence of amplitudes between
drive and the response subsystems.5 As our scheme can de
code information fromum23 with chaotic phenomenon o
the amplitude difference, the response subsystem does
necessarily possess negative CLEs.

III. COMMUNICATION USING SIGNALS
WITH BOUNDED AMPLITUDE

As the transmitted signalfm increases linearly, it is im-
possible to utilize in practical communication channels.
amplitude fluctuationjm also appears Markov random ph

FIG. 5. The evolution of~a! the maximum conditional Lyapunov exponen
~CLE!, and ~b! the maximum cross correlation of amplitudesr m and r 3 vs
the coupling strength at response subsystem.
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nomena with unbounded amplitude48 in infinite time evolu-
tion. Moreover, the small fluctuation shown in Fig. 4~d! is
always ambiguous and difficult to be detected correctly.
this means, we should use another quantity with boun
amplitude for transmission. To facilitate our analysis, we u
a simple way to decode the binary information at the
sponse subsystem.

The problems mentioned in the last paragraph can
overcome iffm varies in the range@2p,p# instead of in-
creases linearly. We can make use of Eq.~4! directly to ob-
tain the period of transmitted signal marked asfm* . When
fm* turns fromp to 2p, which corresponds to the Poinca´
surface in Fig. 2~b!, a new information bit is used to perform
the modulation in the coupled chaotic oscillators throu
Dv, as governed by Eq.~1!.

In the following, we will give some examples to illus
trate how binary sequences are modulated in the chaotic
tuation. Suppose that we intend to send the mess
‘‘ARMY!’’ in the following ASCII format:

10000011
A

1100101
R

1011011
M

110010
Y

100001
!

.

After PS is obtained between the drive and the response
systems, seth55.3 andDv is modulated with the informa-
tion bits plotted in Fig. 6~a!. With the change ofDv, the two
coupled and identical oscillators in Eq.~1! produce an in-
stantaneous mean phasefm* , as shown in Fig. 6~c!. In this
figure,fm* seems quite regular and one can easily obtain
values of each periodTk from fm* . Indeed, the change ofDv
can affect the rotation period. However, the effect is neg
gible as the change of period can be expressed asDT

FIG. 6. ~a! The message ‘‘ARMY!’’ in ASCII format is modulated into the
parameterDv, and~b! the corresponding time periodTk of the transmitting
signalfm* vs the indexk. ~c! The portraits offm* transmitted from the drive
subsystem to the response one.~d! The phase differenceu32m* whose fluc-
tuations represent demodulated information bits.
 license or copyright, see http://ojps.aip.org/chaos/chocr.jsp
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512 Chaos, Vol. 13, No. 2, 2003 Chen et al.
52p/v22p/(v60.01)'60.06, which is quite small when
compared with the chaotic fluctuation ofTk . By this means,
their periodsTk still appear chaotic fluctuation, as observ
in Fig. 6~b!. Evidently, it is impossible to extract the binar
information shown in Fig. 6~a! from the fluctuation ofTk .
After fm* is transmitted to the response subsystem given
Eq. ~2!, their phase differenceu32m* 5f3* 2fm* is measured
and plotted in Fig. 6~d!. Comparing Figs. 6~a! and 6~d!, if the
information bit is ‘‘1,’’ u32m* has a positive jump at the tran
sition from one period to the other, i.e., from1p to 2p. If
the information bit is ‘‘0,’’u32m* has a negative jump instead
Similar to the explanation in Sec. II, these jumps are p
duced by the small time delay betweenf3* and fm* . At a
specific time when one phase switches from1p to 2p and
the other one is near1p, the phase difference has nearly 2p
jumps, as shown in Fig. 4~d!. These fluctuations can be ea
ily detected in the response subsystem. As a result,u32m* has
a series of positive or negative spikes, which correspon
the signal ‘‘1’’ or ‘‘0.’’

IV. ANALYSIS ON ROBUSTNESS

The effect of varying the precision offm* on the bit error
rate ~BER! as a function of the Gaussian random noise w
evaluated through simulation and is shown in Fig. 7~a!. In
each simulation, 13105 randomly generated bits were tran
mitted. The noise tolerance capability is higher than that
ported recently49 where digital signals are transmitted wi
cascaded heterogeneous chaotic systems by means o
The simulation also shows that there is a value ofh that has
the largest noise tolerance capacity, which is named opti

FIG. 7. ~a! BER under additive white Gaussian noise in the transmiss
channel.~b! Relationship between BER and parameter mismatch of the
sponse subsystem.
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h. At h55.3, the capacity is higher than bothh54.8 and 6.2
when SNR,32.24. However, when SNR.32.24, the noise
tolerance capacity ath56.2 is better.

Here, the optimalh is mainly determined by the decod
ing scheme and the interaction between the noise andum23 .
Based on the scheme proposed in Sec. II, information is
coded from the negative or positive values ofum23 . In the
case without noise, although the BER can be reduced by
increase ofh, the values ofum23 also decrease because
strong coupling. In other words, a largeh leads to a small
um23 . If noise is added into the phase value that is transm
ted from the drive to the response subsystems, the results
be approximately represented byum23

noise5(fm1noise)2f3

'um231noise. Here, we neglect the effect of noise tof3

because it is rather small when comparing withfm . At a
certain noise level, whenum23 decreases, there is a high
chance that it has a contrary direction withum23

noise, e.g.,
um23.0 butum23

noise,0. This in turn indicates a higher sens
tivity to noise perturbation and soh should not be too large
As a result, there exists an optimalh that leads to a low BER
with relatively good noise tolerance capability. The analy
also indicates that the optimalh is not a constant value at
variety of noise density. Thush55.3 is just an approximate
optimal value at SNR,32.24.

Another typical factor that degrades the communicat
performance is the nonidentical parameters of the drive
the response subsystems. In practical applications, we ca
make all parameters absolutely identical. One has to cons
the case of a slightly different response system by introd
ing a small parameter mismatch. Figure 7~b! shows the rela-
tionship between BER versus the parameter mismatch.
v8, it requires thatuDv8u,0.01 in order to maintain good
performance. This is evidently a result that the modula
parameterDv switches between 0.01 and20.01, as gov-
erned by Eq.~6!. On the other hand, a much larger mismat
is allowed for the parametera because it is less sensitive t
the change of the system’s mean frequency.

V. SECURITY ANALYSIS

By the analysis on the inherent characteristics of C
many approaches have been put forward to attack the se
communication systems based on this type of synchron
tion. Among them, the dynamics-based method reported
Refs. 50 and 51 and the parameter identification method
scribed in Refs. 52 and 53 are considered the most effec
methods. As PS is different from CS, it is difficult to brea
our scheme with these methods.~1! Return map method:
Given one of the variables in the chaotic system, one
properly construct a return map where the dynamics are
tracted to an almost one-dimensional set. As the time pe
of Tk can be easily obtained fromfm* shown in Fig. 6~c!,
attacks can use the return map ofTk to extract the informa-
tion bits. The time periodTk of f1 ~or f2) has simple return
map, as shown in Fig. 8~a!. The small change ofDv splits
the attractor into two close parallel branches represen
‘‘1’’ and ‘‘0,’’ respectively. We can classify the points accord
ing to which branch of the segment they fall in and th
uncover the information bits. However, as we use the ph

n
-
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513Chaos, Vol. 13, No. 2, 2003 A secure communication scheme
of the mean field as the transmitted signal, points of
return map do not locate in the vicinity of the pure attrac
but are distributed almost uniformly in the large space,
shown in Fig. 8~b!. The small change ofDv cannot split the
two attractors clearly. Therefore, it is difficult to extract a
the original information from the return map method.~2!
Nonlinear forecasting method: The chaotic dynamical sys
tems generally exhibit very regular geometric structures
can be used to predict the behavior of the chaotic carrie
that the hidden information can be extracted. It is also
quired that the transmitted signal is autonomous to ensu
much stronger short-time correlation. In our scheme, we
the phasefm* instead of the variables as the drive signal a
no regular geometric structure offm* can be found. More-
over, the time duration used to hide information is a discr
variable with chaotic fluctuation, as observed in Fig. 6~b!. By
this means, the information cannot be extracted correctly.~3!
Parameter identification method. From the transmission
point of view, we usually assume the system architectur
available for the intruders and the system parameters pl
role of secrete key in transmission. In Refs. 52 and 53, i
proven that for a drive-response synchronization system,
parameters can be recovered using both the sensitivit
chaotic synchronization to parameter mismatch and opt
zation algorithm. In our scheme, PS is always robust
various response systems.43 The information is detected with
suitable time delay between the drive phase and the resp
one. Large mismatch of parameters only leads to large
error rate of information. For example, in Fig. 3~b!, if we put
v8.1.01 orv8,0.99, the BER is close to 0.5. This mea
the public information is just noise-like although PS is
ways maintained in the drive-response system. Theref
one cannot use the sensitivity of chaotic synchronization
search the optimal parameters.

In conclusion, we extend the potential applications of
to secure communications. Based on the properties of P
simple communication scheme is proposed. Information
demodulated from the drive phase with suitable time de
between this signal and the response phases. Simulatio
sults show that this scheme is difficult to be broken by t
ditional attacks. As the drive-response system is in a PS
proach rather than a CS one, a response subsystem w
positive CLE is also allowed.

Further study is necessary to develop schemes that
sess a higher security and are more robust to noisy pertu

FIG. 8. ~a! Return mapTk of one of the identical oscillators in Eq.~1! with
only two switches ofDv. ~b! Return mapsTk of the mean field.
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tion. For example, instead of using the phase of the m
field as the drive signal, a variable of the mean field can a
be used. At the response subsystem, the geometric stru
of mean field can be reconstructed by the time delay of
drive variable and then the phase of the mean field is
tained. As the phase of the mean field is measured from o
one variable with its time delay, it appears less sensitive
the modulation of parameters of the drive subsystem. By
means, it is necessary to develop a more effective mod
tion method. Results on such work will be presented in
coming reports.
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