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of chaotic systems
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Phase synchronization of chaotic systems with both weak and strong couplings has recently been
investigated extensively. Similar to complete synchronization, this type of synchronization can also
be applied in secure communications. We develop a digital secure communication scheme that
utilizes the instantaneous phase as the signal transmitted from the drive to the response subsystems.
Simulation results show that the scheme is difficult to be broken by some traditional attacks.
Moreover, it operates with a weak positive conditional Lyapunov exponent in the response
subsystem. €2003 American Institute of Physic§DOI: 10.1063/1.1564934

Recently, secure communication schemes utilizing the coupling?*~?’ the method based on the active—passive de-

synchronization of chaos have mainly been based on the composition with randomly multiplexed scalar couplfig=°
complete synchronization between the drive and the re- and information masked by chaotic signal of a time-delay
sponse chaotic subsystems. All the schemes require that systent232In order to improve the noise tolerance capabil-
the response subsystem should possess negative condi-ity, an encoding method with a lower transmission rate can
tional Lyapunov exponents. In this article, we propose a be considered, which by using we can encode a binary sym-
secure communication scheme based on the phase syn- bol in N continuous rotations of the mean attractots Most
chronization in the drive-response chaotic system. Vari- of the above-mentioned approaches are based on CS that
ous characteristics of the scheme are studied. The pro- requires negative conditional Lyapunov expond@tsEs) of
posed scheme not only extends the potential applications the response subsysterte This condition is important in

of phase synchronization, but also leads to an alternative maintaining the robust CS between the drive and the re-
way to design secure communication. Moreover, the dif- sponse subsystems during the communication.

ferent characteristics of complete and phase synchroniza- On the other hand, PS is distinguished from CS by the
tion benefit the development of secure communication appearance of entrainment between the phases of interacting
with chaotic systems. systems with little correlation in signal amplitud&s®It has

been discovered to be a key feature in the dynamics of the
human cardiorespiratory systeth, extended ecological

. INTRODUCTION systen’’® magnetoencephalographic activity of Parkinsonian
patients*! and electrosensitive cells of paddlefféhn gen-

An interesting phenomenon of practical importance ing 5 if the phase differencgof two chaotic oscillators has a
coupled chaotic oscillators is the synchronizing state. Varioug,q inded value i.e.|6|<const, it can be considered as
types of synchronization includingopmplete synchronization pgo-11 ’ '

(C_:S)’_l_s genegral\gzed synchronizat_id‘ﬁs andphase synchro- In this paper, we present a scheme that hides binary mes-
nization (P~ have been studied. Among them, CS hasg,ges in the instantaneous phase of the drive subsystem used
been considered as a candidate for secure communicationgs the transmitting signal to drive the response subsystem. At
Two typical approaches for this purpose include the maskinge resnonse subsystem, the phase difference is detected and
of a weak analog message signal 9”&0 a strong chaotic Signgd strong fluctuation above or below zero recovers the trans-
from drive to response subsys.téfhsl and the modulation  mied binary message at certain coupling strength. This
of the parameters of the drive subsystem by a digitakcheme s difficult to be broken by some traditional attacks,

7,18 H
message’ .BeS|des these approaghes, there are also qth%rnd it also operates with a weak positive CLE in the response
more complicated methods. They include the Sy”ChrO”'Zaéubsystem.

tion of hyperchaotic systems whose geometric structures are  tpq layout of the paper is as follows. The proposed se-

9-22 H
more complex;*? the use of volume-preserving _ma?p’rs, cure communication scheme and its dynamical mechanism
which do not possess an attractor and have essentially spacg+ qescribed in Sec. II. Based on the scheme. we further

filing trajectories; the synchronization through impulsive yegirict the transmitted signal to have bounded amplitudes
instead of a linear phase increment. Thus the signal can be
dElectronic mail: itkwwong@cityu.edu.hk transmitted through physical channels. In Sec. lll, an easy

1054-1500/2003/13(2)/508/7/$20.00 508 © 2003 American Institute of Physics

Downloaded 21 May 2003 to 144.214.60.28. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp



Chaos, Vol. 13, No. 2, 2003 A secure communication scheme 509

> Chaotic oscillator 1

g

)

I

: 3

g H Digital X, :

g | |source b, e

5]

s =
=3

=)

2. >

]

B

_>' Chaotic oscillator 2

FIG. 2. Projections of the phase portraita) Rossler oscillators X; ,Y,),
and (b) mean fields X,,Ym) With Aw=0. The straight line in(b) corre-
sponds to Poincarsurface. Equation$l) and (2) are numerically solved
¢+ using the fourth-order Runge—Kutta method with time stepl0~3.

m 7 mn

betweeng,, and 5. When an additive noise source is added
to the channel, the system can allow certain tolerance on
noise.
FIG. 1. Secure communication scheme with instantaneous phase as the |, the following coupled Resler oscillators are utilized
transmitted signal. . L

as an example to illustrate the secure communication pro-
cess. The equations for the drive subsysterf®are

Detector

method is also proposed to detect the information bit from  x, .= —(w+Aw)y; ,— 77 o+ £(Xp 1— X1 ),
the phase difference between the transmitted signal and the
response phase. In Sec. 1V, the robustness of communication Y12=(0+Aw)X1210.15/ 5, @)
is discussed. S!mulatlons show thaF the scheme_has certain -21‘220_2+ 2, A X1~ 10).
tolerance on noise and parameter mismatch. Section V shows )
briefly that it is difficult to break the scheme with some The response subsystem is governed by
traditional attacks. Finally, conclusions are drawn in the last .= — 'y, —z,+ 7(r 3 COK dhy) — X3),
section. )
Y3= ' X3+ ays, 2
Il. SECURE COMMUNICATION SCHEME 23=0.2+ Z3(X3—10).

A secure communication scheme based on the phase sigtere parametersv=w’'=1, &, and 5 are the coupling
nal coupling approach proposed in our previous pipier  strengths in the drive and the response subsystem, respec-
developed. We have shown that at strong coupling, robust P@vely. If not specified, we always setr=0.15, £¢=5
can be obtained in a drive-response system using phase in10 3, and »=5.3 throughout this paper. The parameter
formation as the transmitted signal. Here, we utilize thismismatchAw is modulated by a binary message. For practi-
model to obtain secure communication by means of PS. &al applications, it is not difficult to design the &sder oscil-
block diagram of the proposed scheme is shown in Fig. llators with an analog computét.
Suppose that there are three identical chaotic oscillators Amplitude of the response subsystem is defined as
(Xi,Yi,z) with i=1,2,3. In the drive subsystem, two identi- BN N
cal chaotic oscillator$l and 2 are coupled with state vari- F3=(Xsy3)™ ©)
ablesx; andx,. The coupling is typical and PS can be ob- At the transition to PS¢ is almost equal tdw.** As the two
tained at weak coupling.***Furthermore, we use the mean oscillators are identical, even a small can make them
value of two corresponding variables to obtain the instantaachieve PS. The phase portraits of attractorg,¥;) and
neous phase and utilize it as the transmitted signal. Thix,,,y,) after PS are shown in Figs(&@ and 2Zb). They
means that the transmitted informatigh, is the phase of have similar geometric structures. As thesBler attractors
mean field &.,,Ym) Wwith X,=(X;+x5)/2 and y,=(y; and the mean field shown in Figsia2and Zb) have single
+Yy,)/2. At the receiverg,, drives chaotic oscillator 3 using rotation center, their instantaneous phase can be simply ob-
phase coupling method at strong couplfigihe phase syn- tained by
chronization betweewpb,, and ¢3 can also be obtained with

small fluctuations. If a binary sequenbg is used to modu- b =arctar<ﬁ with j=1,2,3m. (4
late the same parameter in both oscillators 1 and 2, the in- Xj
formation can be hidden i, and transmitted to the re- In the scheme, we usé,, as the transmitted signal in-

sponse subsystem through a communication channel. Wittead of¢, (or ¢,) to enhance the security. This is due to the
certain coupling, the corresponding binary informatipp  fact that the trajectory ofx,,y,) has a more complex return
can be recovered from the fluctuation of phase differencenap of rotation periodas shown in Fig. (b) that will be
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FIG. 3. Time evolution ofa) phase differencé,_, in the drive subsystem, G- 4. Time evolution of(@ the binary sequenck ; (b) the phase fluc-
(b) phase fluctuation of mean fielg}, with mean frequencf2,,=1.034, and  tuation of the transmitted sign, ; (c) and(d) the phase differencé,, 5
(c) phase differenc@;_, in the response subsystem. Here wesset=0. with 0, 3= ¢~ ¢3; (€) detected binary informatioby .

discu_ss_ed latér If (,b_m is c_onsidered on the real _Iine, the rate two coupled and identical oscillators in EQ) approach PS
of this increase will typically vary in a chaotic mapﬁér. at a small coupling strength. This is considered as PS under
This means that the rate of increase of the phase variable cgp, 5, coupling® In particular, &, is the phase of their mean
be mod_eled as a mean stea(_jy drift with a zero mean chaotig,|4s and can be considered ds,~ ¢1,, as observed in
fluctuation. Thus, we can write Fig. 3(@). However, the coupling is a strong one for the case
dmn=Qmt+ &, (5) of the response subsystéwith ¢s= ¢, but their differ-
ence has occasional large fluctuations over small ones. If we
neglect the intermittent large fluctuations shown in Fig),3
similar chaotic fluctuations are produced in most cases at
strong coupling strength, i.eé;~&,,. For Rasler oscilla-
tors, the average frequency is almost equabta.e., Q4 5,
~ w. After the information bit is modulated ontbw, the two
chaotic oscillators in Eq(1) are still identical and sap,,
~ ¢, , is maintained. On the other hand, as the first two
‘?unctions(i.e., x andy functiong in Eq. (1) both have the
samew andAw, the result is that the average frequencies in

where ), is the average frequency. The terp, can be
interpreted as chaotic fluctuatitin or effective phase
noisé’*8 as shown in Fig. &). Figure 3a) shows the PS
between ¢, and ¢, at weak coupling whered, ;= ¢,
— ¢¢ while Fig. Jc) is the PS betwee,, and ¢5 at strong
coupling. Both phase differences have amplitude fluctua
tions.

To modulate the information on the instantaneous phas
we let Aw change with the binary information in the follow-

Ing way- Eq. (5) could be written a); ,,,~w+Aw. By this means,
0.01 if bit to be transmitted 1 the information bits are modulated into the average fre-
Aw= —0.01 if bit to be transmitted 0. (6) quency of the instantaneous phase. If this frequency varies

much smaller than the amplitude of chaotic fluctuatigps
Each time whery,,, passes through zero in the positive di- the drive signal with the hidden information bits still appears
rection which is shown as the Poincaerface in Fig. ),  noise like. In our example, the change of mean frequency for
Aw is triggered to the value corresponding to the next binarymodulating “1” or “0” is Aw, which is rather small. The
information. Therefore, the time period for one bit is just thenoisy phenomena are shown in Figby By this means, the
duration for one rotation. If we transmit a sequence of bitSnformation bits can be extracted only if the exact trajectory
plotted in Fig. 4a), the corresponding, still appears as of ¢, is known. Becauséw mainly affectsQ,,, &3~&n is
random fluctuation, as observed in Figby At the response  maintained at strong coupling when the information bits are
subsystem, the phase differeng,g_; shows a PS state with tilized for modulation. The feedback terw(-) in Eq. (2)
small amplitude fluctuations, as observed in Fifg)4From  also makes their average frequency close to each other at all
this figure, it seems difficult to extract binary information time, i.e.,Q3=0Q,,. Thus, (-)#0 and it indicates a small
from the fluctuation. However, if we only observe the fluc- time delayr betweeng; and ¢, to show the nonzero feed-
tuation between 0.01 and 0.01 as plotted in Fig. ), the  back. If information bit “1” is used for modulation, it indi-
binary information can be found from the different appear-cates thatg,, should makeg, faster. Their values can be
ances of the amplitude. When the amplitude fluctuates abougritten as¢(t) = ¢,,(t— 7) wherer>0. As both¢; and ¢,
zero at most of the time, it represents the bit *1.” Otherwise, increase linearly, their differena®,_;>0 in most cases. On
it is “0.” By this means, the corresponding binary informa- the contrary, if information bit “0” is encountered, the phase
tion b, can be detected successfully, as shown in Figl.4 difference isé,,_3<0 in most cases, as observed in Fig.

The communication mechanism can be explained as fol4(d).

lows: Before the information bit is modulated onda, the The mechanism of our proposed scheme is much differ-
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FIG. 5. The evolution ofa) the maximum conditional Lyapunov exponent 3
(CLE), and(b) the maximum cross correlation of amplitudgs andr; vs ©
the coupling strength at response subsystem. #* 0
3H
ent from that of parameter modulation corresponding to CS. @ 6] |||| | || ” ||| || | | |
In the latter scheme, the nonidentical drive-response system 0 J
represents bit “1” while the identical setup represents “0.” o
At the response subsystem, the information is recovered by 6L - -
calculating the difference between the transmitted and the 0 50 100 150 200
reconstructed signals. It corresponds to the nonsynchroniza- t

tion or synchronization state between the drive and the rerig. 6. (a) The message “ARMY!" in ASCII format is modulated into the
sponse subsystems. However, with our method, the phase parametetrw, and(b) the corresponding time peridH, of the transmitting
measured according to the small time delayand PS is signal ¢}, vs the indexk. (c) The portraits ofg?, transmitted from the drive
maintained even for two different oscillatdts Therefore, ~ Subsystem to the response of. The phase difference;_,, whose fluc-
the detection of “1” or “0” in the response subsystem is tuations represent demodulated information bits.
related to different time delays between the drive and the
response phases. If we use some other parameter values in ) ) o
the response subsystem, PS is always maintained, but tf@mena with unbounded ampllttﬁﬂen infinite time evolu-
time delay that appears as fluctuations below or above zeddPn- Moreover, the small fluctuation shown in Figd#is
cannot reflect the correct information bits. always ambiguous and difficult to be detected correctly. By
Unlike CS that utilizes state variables as the transmittedniS means, we should use another quantity with bounded
signals, our model only uses the phase of the drive Sub@mp.)lltude for transmission. To fgcmtat_e our an_aIyS|s, we use
system while the amplitude information is not transmitted a® Simple way to decode the binary information at the re-
all. As a result, the amplitudes between the drive and th&PONSe subsystem. _
response subsystems remain chaotic during the decoding 1N€ Problems mentioned in the last paragraph can be
process although the coupling strength in the response sufYercome ifén, varies in the rangg— , ] instead of in-
system is rather strong. By this means, their maximum CLECréases linearly. We can make use of E4).directly to ob-
remains positive even with a large value gf This can be tain the period of transmitted signal marked é5. When
found from Fig. 5. In Fig. &), with the increase ofyfrom 0 ®m tumns froma to —ar, which corresponds to the Poincare
to 10, the maximum CLE reduces gradually, but still remainsSurface in Fig. &), a new information bit is used to perform
positive. Figure Eb) shows the corresponding maximum the modulation in the coupled chaotic oscillators through
cross correlation between the amplitudgsandrs, where A, as governed by Edl).

r, is the amplitude of the mean attractox,(y,). At In the following, we will give some examples to illus-
—=5.3. their maximum cross correlation is about 0.45. whichirate how binary sequences are modulated in the chaotic fluc-

is still weak. This property is different from that of CS, tuation. Suppose that we intend to send the message
where negative CLE of the response subsystem is necessatyRMY!" in the following ASCII format:

to obtain the strong coherence of amplitudes between the A R M Y |

drive and the response subsystends our scheme can de- 100000111001010110111001@00001

code information fromé,,_5; with chaotic phenomenon of . . .
the amplitude difference, the response subsystem does né‘rter PSis obtained betwe_en the drive anql the response Sub-
: . systems, sey)=5.3 andAw is modulated with the informa-
necessarily possess negative CLEs. . . - .
tion bits plotted in Fig. ). With the change oAw, the two
coupled and identical oscillators in Efl) produce an in-
stantaneous mean phagé , as shown in Fig. @). In this
figure, ¢, seems quite regular and one can easily obtain the
As the transmitted signap,,, increases linearly, it is im- values of each perio@, from ¢},. Indeed, the change dfw
possible to utilize in practical communication channels. Itscan affect the rotation period. However, the effect is negli-
amplitude fluctuatior¢,, also appears Markov random phe- gible as the change of period can be expressed\@s

IIl. COMMUNICATION USING SIGNALS
WITH BOUNDED AMPLITUDE
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7. At n=5.3, the capacity is higher than bo#f+ 4.8 and 6.2
when SNR<32.24. However, when SNR32.24, the noise
tolerance capacity ay=6.2 is better.

Here, the optimaly is mainly determined by the decod-
ing scheme and the interaction between the noisefand .
Based on the scheme proposed in Sec. Il, information is de-
coded from the negative or positive values@f_s. In the
case without noise, although the BER can be reduced by an
increase ofy, the values off,,_; also decrease because of
strong coupling. In other words, a larggeleads to a small
fm_3. If noise is added into the phase value that is transmit-
ted from the drive to the response subsystems, the results can
be approximately represented 8, °s= (¢, + noise)— ¢,
~ 60,,_3tnoise. Here, we neglect the effect of noisedg
because it is rather small when comparing with,. At a

0.4+ certain noise level, whed,,_; decreases, there is a higher
& chance that it has a contrary direction with,>s, e.g.,
& , Om-3>0 but 6;>°3<0. This in turn indicates a higher sensi-
0.21 tivity to noise perturbation and sg should not be too large.
As a result, there exists an optimathat leads to a low BER
0.0 with relatively good noise tolerance capability. The analysis
0036 -0018 0000 0018 0036 also indicates that the optimalis not a constant value at a

A variety of noise density. Thug=5.3 is just an approximate
optimal value at SNR 32.24.
FIG. 7. (a) BER under additive white Gaussian noise in the transmission Another typical factor that degrades the communication
ggs;gslé%gﬂfgﬁ”smp between BER and parameter mismaich of the rew,o tormance is the nonidentical parameters of the drive and
the response subsystems. In practical applications, we cannot

make all parameters absolutely identical. One has to consider

= 27lw—2m/(0+0.01)~ = 0.06, which is quite small when f[he case of a slightly diﬁerent response system by introduc-
compared with the chaotic fluctuation ©f . By this means, Ng & small parameter mismatch. Figur)7shows the rela-
their periodsT, still appear chaotic fluctuation, as observedtionship between BER versus the parameter mismatch. For
in Fig. 6(b). Evidently, it is impossible to extract the binary @', it requires th_aﬂ_Aw’|_<0.01 in order to maintain good
information shown in Fig. @) from the fluctuation ofT, . performance. Th!s is evidently a result that the modulated
After ¢% is transmitted to the response subsystem given bparameterAw switches between 0.01 and0.01, as gov-
Eq. (2), their phase difference?_ = ¢% — ¢% is measured grned by Eq(6). On the other hand, a r_nuph larger m!gmatch
and plotted in Fig. &). Comparing Figs. @) and &d), ifthe 1S allowed for the parameter because it is less sensitive to
information bit is “1,” 6% has a positive jump at the tran- the change of the system’s mean frequency.
sition from one period to the other, i.e., frots to — 7. If
th_e i_nformation bit is 0 9§,.m has a negative .jump instead. V. SECURITY ANALYSIS
Similar to the explanation in Sec. Il, these jumps are pro-
duced by the small time delay betweef and ¢},. At a By the analysis on the inherent characteristics of CS,
specific time when one phase switches fremr to —7 and  many approaches have been put forward to attack the secure
the other one is near m, the phase difference has nearty 2 communication systems based on this type of synchroniza-
jumps, as shown in Fig.(d). These fluctuations can be eas- tion. Among them, the dynamics-based method reported in
ily detected in the response subsystem. As a regfllt,, has  Refs. 50 and 51 and the parameter identification method de-
a series of positive or negative spikes, which correspond tscribed in Refs. 52 and 53 are considered the most effective
the signal “1” or “0.” methods. As PS is different from CS, it is difficult to break
our scheme with these method4) Return map method
Given one of the variables in the chaotic system, one can
properly construct a return map where the dynamics are at-

The effect of varying the precision @f}, on the bit error  tracted to an almost one-dimensional set. As the time period
rate (BER) as a function of the Gaussian random noise waf T, can be easily obtained fror#’, shown in Fig. €c),
evaluated through simulation and is shown in Figp)7In  attacks can use the return mapTafto extract the informa-
each simulation, X 10° randomly generated bits were trans- tion bits. The time period, of ¢, (or ¢,) has simple return
mitted. The noise tolerance capability is higher than that remap, as shown in Fig.(8). The small change ohw splits
ported recentlf? where digital signals are transmitted with the attractor into two close parallel branches representing
cascaded heterogeneous chaotic systems by means of C%'and “0,” respectively. We can classify the points accord-
The simulation also shows that there is a valueydhat has ing to which branch of the segment they fall in and then
the largest noise tolerance capacity, which is named optimalncover the information bits. However, as we use the phase

IV. ANALYSIS ON ROBUSTNESS
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tion. For example, instead of using the phase of the mean

6.3 field as the drive signal, a variable of the mean field can also
be used. At the response subsystem, the geometric structure

T 6.0 of mean field can be reconstructed by the time delay of the

kel drive variable and then the phase of the mean field is ob-

57k awe- 001 tained. As the phase of the mean field is measured from only

one variable with its time delay, it appears less sensitive to
the modulation of parameters of the drive subsystem. By this
means, it is necessary to develop a more effective modula-
k tion method. Results on such work will be presented in the
coming reports.

+ Aw=001

57 60

FIG. 8. (a) Return maprl, of one of the identical oscillators in E¢l) with
only two switches ofAw. (b) Return mapsT, of the mean field.
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