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ABSTRACT

The orexinergic neurons located in the lateral hypothalamus play a vital role in maintaining wakefulness and regulating sleep stability.
Previous research has demonstrated that the absence of orexin (Orx) can trigger narcolepsy, a condition characterized by frequent shifts
between wakefulness and sleep. However, the specific mechanisms and temporal patterns through which Orx regulates wakefulness/sleep
are not fully understood. In this study, we developed a new model that combines the classical Phillips–Robinson sleep model with the Orx
network. Our model incorporates a recently discovered indirect inhibition of Orx on sleep-promoting neurons in the ventrolateral preoptic
nucleus. By integrating appropriate physiological parameters, our model successfully replicated the dynamic behavior of normal sleep under
the influence of circadian drive and homeostatic processes. Furthermore, our results from the new sleep model unveiled two distinct effects
of Orx: excitation of wake-active neurons and inhibition of sleep-active neurons. The excitation effect helps to sustain wakefulness, while the
inhibition effect contributes to arousal, consistent with experimental findings [De Luca et al., Nat. Commun. 13, 4163 (2022)]. Moreover, we
utilized the theory of potential landscapes to investigate the physical mechanisms underlying the frequent transitions observed in narcolepsy.
The topography of the underlying landscape delineated the brain’s capacity to transition between different states. Additionally, we examined
the impact of Orx on barrier height. Our analysis demonstrated that a reduced level of Orx led to a bistable state with an extremely low
threshold, contributing to the development of narcoleptic sleep disorder.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0156090

The investigation of sleep dynamics has attracted considerable
interest among researchers owing to its crucial function in
maintaining normal development, stabilizing various metabolic
functions, and improving the body’s immunity. Notably, compre-
hending the mechanisms underlying orexin-deficit narcolepsy is
pivotal for advancing the development of effective therapies for
sleep disorders, and sleep dynamics are instrumental in achieving
this goal. In this study, we developed a mathematical model that

incorporated the excitation of Orx on wake-active monoamin-
ergic neurons (MA) and the inhibition of Orx on sleep-active
ventrolateral preoptic neurons (VLPO). By utilizing this sleep
model, we were able to replicate normal sleep with a 24-h circa-
dian rhythm through circadian drive and homeostatic processes.
Our analysis revealed the function of Orx excitation in sustaining
wakefulness and the inhibitory effect of Orx on sleep-active neu-
rons in promoting arousal. To elucidate the physical mechanisms
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underlying frequent transitions in narcolepsy, we employed the
theory of underlying landscape. Our investigation demonstrated
that decreased levels of Orx resulted in a bistable state with a
remarkably low threshold, offering a more lucid physical inter-
pretation of how the loss of Orx leads to instability of the arousal
state.

I. INTRODUCTION

Orexin is a neuropeptide that was independently discovered
in 1998 by two research groups,1,2 marking a notable breakthrough
due to its involvement in a multitude of neurological processes,
including sleep and wakefulness regulation.3,4 The active orexiner-
gic neurons located in the lateral hypothalamic area (Orx) exert a
pivotal role in promoting arousal and maintaining wakefulness, and
Orx’s influence extends to other brain regions that control sleep,
thus regulating the wake/sleep cycle.5,6 In addition to sleep reg-
ulation, Orx has also been shown to impact appetite and energy
metabolism. Previous research has demonstrated that Orx promotes
feeding and increases energy expenditure, suggesting that it may
be a target for developing anti-obesity drugs.7–9 Researchers have
also reported that the loss of Orx leads to narcolepsy, a disorder
characterized by excessive daytime sleepiness and sudden attacks
of sleep.10–15 The loss of Orx in narcoleptic patients indicates that
it plays a crucial role in regulating the wake/sleep cycle.16,17

Although the relationship between Orx and narcolepsy has
been elaborated in detail,10 and the action network and key neuro-
logical pathways of Orx have been gradually revealed,3,4 the phys-
ical mechanisms responsible for how the loss of Orx can induce
fragmented sleep in narcolepsy have yet to be fully elucidated.18

Although Fulcher et al. have reported that orexin neurons play a
role in stabilizing the wake/sleep switch,19 the physical mechanism
responsible for the frequent transition of narcolepsy has yet to be
fully described. Furthermore, experimental findings indicate that
Orx neurons indirectly inhibit sleep-promoting neurons in the ven-
trolateral preoptic nucleus (VLPO) and contribute to maintaining
arousal.20 Thus, a comparison of the roles of Orx on exciting MA
and inhibiting VLPO is also necessary to fully understand the crucial
factors involved in narcolepsy.

Sleep is not a static phenomenon; rather, it is highly dynamic. It
arises due to the interaction between the 24-h master circadian pace-
maker in the suprachiasmatic nucleus (SCN) of the hypothalamus,
which is entrained to periodic photic input,21 and a homeostatic pro-
cess that increases during wakefulness and declines during sleep.22

Experimental and theoretical studies have revealed the regulatory
mechanism responsible for states of sleep and wakefulness.23–26

For example, many studies have experimentally identified numer-
ous brain regions spanning the hypothalamus, forebrain, midbrain,
and hindbrain in regulating sleep and wakefulness. These include
wake-active neurons that use monoaminergic neurotransmitters,
such as the histaminergic tuberomammillary nucleus (TMN), the
dopaminergic ventral tegmental area (VTA), the norepinephrinergic
locus coeruleus (LC), and the serotoninergic dorsal raphe nucleus
(DR),27–29 as well as sleep-active neurons in the preoptic area (POA)
of the hypothalamus, the parabrachial nucleus (PB) in the hind-
brain, and the ventrolateral periaqueductal gray (vlPAG) in the

midbrain.30–32 Mutual inhibitions between the wake-active nuclei
and sleep-active neurons give rise to switch-like dynamics between
states of sleep and wakefulness,30,31 contributing to the discrete sepa-
ration of sleep and wakefulness states. Based on these switch dynam-
ics, several physiological models, including key sleep-regulatory
nuclei in the brainstem and hypothalamus, have been developed
to understand the generation of the circadian rhythm. One classi-
cal model, the two-process model, combines the homeostatic pro-
cess and circadian pacemaker into a theoretical model that can
quantitatively describe the timing of sleep and wakefulness.33

The regulation of sleep is widely recognized as a complex pro-
cess involving numerous factors and feedback loops. However, a
mathematical model not only provides valuable insights into how
these factors interact and contribute to the overall regulation of
sleep but also offers a more precise and objective understanding of
the dynamics of sleep. The Phillips–Robinson (PR) sleep model24 is
constructed based on the mutually inhibitory sleep-active ventrolat-
eral preoptic nucleus (VLPO) and the wake-active monoaminergic
(MA) group. This model exhibits flip-flop dynamics between sleep
and wakefulness, driven by both homeostatic and circadian pro-
cesses. While waking/sleep dynamics are known to be regulated by
various processes,34 the PR model can describe the dynamic mech-
anism of the wake/sleep system24 and explain the rules governing
the amount of sleep, including fragmented sleep,19 differences in
sleep patterns,35 sleep deprivation effects,25 caffeine effects and shift
effects,36 and micro-sleep.26 Additionally, other theoretical mod-
els have been proposed to qualitatively explain many wake/sleep
dynamical phenomena.37–39

In this study, we developed a sleep model capable of produc-
ing a circadian rhythm between wakefulness and sleep based on the
PR model. We combined the PR model with the action network of
Orx, considering the newly discovered indirect inhibition of Orx on
VLPO.20 Our study had four objectives: (i) to construct a two “flip-
flop” model between wakefulness and sleep based on the average
properties of large populations of neurons and their interactions; (ii)
to illustrate the distinct roles of Orx on exciting MA and inhibiting
VLPO; (iii) to identify the mechanisms underlying the regulatory
effect of Orx on sleep; and (iv) to uncover the physical mechanism
responsible for the narcolepsy induced by the loss of Orx using phys-
ical theory. Section II introduces relevant physiological models and
two “flip-flop” models, with numerical results presented in Sec. III.
Section IV provides relevant discussions and conclusions.

II. MODEL AND METHODS

A. Basic physiological elements of the model

In this research, the sleep model is developed with the regu-
lation by Orx and modified from the existing model developed by
Phillips and Robinson.24 The original model incorporates interac-
tions between two key neuronal populations (VLPO and MA) as well
as circadian and homeostatic drives. In the new model, we consider
mutually inhibitory interactions between Orx and VLPO, as well as
the excitatory input of Orx on MA. Although the regulation of sleep
involves a wide range of processes,34 VLPO, MA, and Orx are known
to play leading roles in this complex system.21
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FIG. 1. Schematic of the flip-flop model of the wakefulness-sleep switch.
The model incorporates the sleep-active ventrolateral preoptic area of the
hypothalamus (VLPO), the wake-active monoaminergic brainstem nuclei (MA),
and the orexinergic neurons of the lateral hypothalamic area (Orx), along with the
circadian (C) drive in the suprachiasmatic nucleus (SCN) and the homeostatic (H)
drive.

The basic elements of the model include wake-promoting neu-
rons and sleep-promoting neurons. The flip-flop dynamics of sleep
and wakefulness are believed to be caused by the mutual inhibition
between wake-active MA and sleep-active VLPO neurons. The MA
neuronal group, which utilizes monoaminergic neurotransmitters,
can inhibit the VLPO, while the VLPO, with GABAergic projec-
tions, can feedback to inhibit the MA neuronal populations.40,41 Orx
regulates wakefulness and sleep through its excitatory input on the
MA and its newly discovered indirect inhibition on the VLPO.19,20

Furthermore, the dynamics of wakefulness and sleep are primarily
controlled by the circadian (C) and homeostatic drive (H). The 24-h
circadian signal originates from the suprachiasmatic nucleus of the
hypothalamus (SCN), which is entrained by the light/dark cycle.21

The VLPO receives an inhibitory circadian projection, while Orx
receives an excitatory circadian projection, primarily via the dorso-
medial nucleus of the hypothalamus (DMH) that receives the excita-
tory projection from SCN.42,43 The homeostatic drive, which excites
VLPO neurons,44 increases during wakefulness and decreases dur-
ing sleep.22 A schematic depiction of this model, which includes the
three basic elements mentioned above (circadian and homeostatic
drive and neuronal interactions), is shown in Fig. 1.

B. Dynamical equations and neuronal interactions

Following the PR model, we also considered the average
properties of neuronal populations and their interactions.24,25 The
dynamical equation for Orx was formulated as a neuronal popula-
tion in the same manner as for the MA and VLPO. Building upon the
basic elements and neuronal interactions described above, the equa-
tions governing the VLPO (v), MA (m), and Orx (x) populations can
be given as follows:

τmdVm

dt
= −Vm + νmvQv + νmxQx + D

′
m + ξm(t), (1a)

τvdVv

dt
= −Vv + νvmQm + νvxQx + D

′
v + ξv(t), (1b)

τxdVx

dt
= −Vx + νxvQv + D

′
x, (1c)

where the time constants, τj, control the rate at which the dynam-
ics of Vj evolve via the decay rate of neuromodulator effects for
j = m, v, x. Vj and Qj for j = m, v, x stand for mean cell-body
potentials relative to resting ones and mean firing rating of MA-
active, VLPO-active neurons, and orexinergic neurons, respectively.
ξj(t) for j = m, v are an independent Gaussian white noise with

〈ξj(t)〉 = 0 and 〈ξi(t)ξj(t
′
)〉 = 2σδijδ(t − t

′
), where σ denotes the

noise strength. Qj is approximated as a sigmoidal function of Vj, for
(j = m, v, x), given as

Qj = S(Vj) =
Qmax

1 + exp
(

−(Vj − θ)/σ
′) , (2)

where Qmax represents the maximum firing rate, θ is mean fir-

ing threshold, and σ
′
π/

√
3 stands for standard deviation.24,25 In

Eq. (1), νij for (i, j = m, v, x, i 6= j) are the coefficients of neuronal
interactions, whose sign determines the type of interaction. It can
capture the inhibition (excitation) between three states by setting

νij < 0 (νij > 0). D
′
j for j = m, v, x are the grouped drives from the

two-process model.

C. Two-process model

In our model, two different drives are considered, including
circadian (C) and homeostatic drive (H). The circadian drive is
modeled by a sinusoidal function due to the entrainment of the
light/dark cycle,24

C(t) = sin(ωct), (3)

with ωc = 2π
24

h−1. Without loss of generality, the amplitude is set
to 1 as the actual amplitude is absorbed into the coefficients of
interactions between populations and the circadian drive.

To model the homeostatic drive H, we used a nonlinear dynam-
ical differential equation which depends on the state of arousal,24

χ
dH

dt
= −H + νhm

Q2
m

η + Q2
m

, (4)

where χ is the timescale that describes the change of H. The con-
stants η and νhm control dependence H on Qm. To model the increase
of homeostatic pressure during wake and its decrease during sleep,
the coefficient νhm is set to be positive, i.e., νhm > 0.

Further, the net drives to the neuronal populations via the
circadian and homeostatic drives can be redefined as follows:

Dm = D
′
m = νmxQx + Am, (5a)

Dv = νvxQx + D
′
v = νvxQx + νvcC + νvhH + Av, (5b)

Dx = D
′
x = νxcC + Ax, (5c)

where νmx > 0 because Orx neurons excite wake-active
populations;19 νvx < 0 because Orx neurons indirectly inhibit
VLPO-active populations. νxc > 0 and νvc < 0 indicate that the Orx
neurons and VLPO-active populations receive the excitatory and
inhibitory inputs from the DMH, respectively. νvh > 0 due to the
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TABLE I. Parameter values.

Param. Value Param. Value Param. Value

νmv −1.80 mV s νmx 0.30 mV s νvm −2.10 mV s
Connection strengths νvx −0.36 mV s νvc −0.20 mV s νvh 1.00 mV s

νxv −0.50 mV s νxc 0.60 mV s
Time constants τm 10 s τ v 10 s τ x 120 s
Constants drives Am 0.8 mV Av −7.5 mV Ax 1.0 mV
Homeostatic dynamics νhm 17.0 mV s η 2.3

Qmax 100 s−1 θ 10 mV σ ′ 3 mV
Others parameters σ 0.005 mV

excitatory input from the homeostatic process. Constants, Am,v,x,
represent averaged inputs to each population from external sources,
and all constant offsets of the circadian can be absorbed into the cor-
responding Aj. Our model was developed based on the original PR
sleep model, while it brings many new parameters. All parameters
are shown in in Table I. Our purpose for constructing the new model
was to investigate the regulatory function of Orx on sleep; thus, we
did not perform rigorous parameter constraints by fitting them to
clinical datasets.

To integrate neuronal interactions and the two different drives,
four ordinary differential equations were generated for the full
model,

τmdVm

dt
= −Vm + νmvQv + νmxQx + Am + ξm(t), (6a)

τvdVv

dt
= −Vv + νvmQm + νvxQx + νvcC + νvhH + Av + ξv(t),

(6b)

τxdVx

dt
= −Vx + νxvQv + νxcC + Ax, (6c)

χ
dH

dt
= −H + νhm

Q2
m

η + Q2
m

, (6d)

where C is given in Eq. (3). Equation (6) is solved numerically by the
standard fourth-order Runge–Kutta approach with a fixed time step
1t = 0.01 s.

III. RESULTS

A. Dynamics of sleep with different levels of orexin

In this section, we explore how the dynamics of normal sleep
are regulated by different levels of Orx. Since Orx in our model is
regarded as an excitatory input to the MA and an inhibitory action

on VLPO, the level of Orx can be modeled by setting ν
′
mx = r1νmx

and ν
′
vx = r2νvx, with r1 and r2 representing the relative two effects

of Orx, ν
′
mx and ν

′
vx as the controlling parameters, and νmx and νvx

denoting the nominal interaction strengths. If the effects of Orx
are excluded with r1 = r2 = 0, the model returns to the original
PR model, except the change of the reduced magnitude of circa-
dian input to VLPO νvc: νvc ∈ [−3.2, −2.7] mV in the original PR

model,25 while νvc = −0.2 mV in our model. The distinction was
initially proposed by Fulcher et al.19 and highlighted the signifi-
cant involvement of Orx in the circadian regulation of sleep.45 It
is supported by experimental findings that even in the presence of
VLPO lesions, robust circadian rhythmicity in sleep-wake behavior
is maintained.46

First, we consider the noise-free model with the combination of
two drives, including an oscillatory circadian input C and a home-
ostatic drive H. Figure 2 shows a 1.5-day time series for Qm, Qv,
and Qx. From Fig. 2(a) with a sufficiently large level of Orx (r1 = r2

= 1.0), it is clear that during sleep, the value of Qv is large and
decreases during the night until the transition to wakefulness.
Accordingly, the dynamics for normal sleep with approximately
15.9 h of wakefulness and 8.1 h of sleep were generated under appro-
priate parameters [Fig. 2(a1)]. It is evident that there is an increase
in homeostatic pressure during the period of wake and a dissipation
of homeostatic pressure during sleep [plotted in green in Fig. 2(a2)].
Furthermore, Orx is activated during wake and suppressed during
sleep (the black line in Fig. 2).

When the level of Orx decreases to half that of normal sleep
(r1 = r2 = 0.5), one can also find flip-flop dynamics of sleep and
wakefulness. No significant difference compared to normal sleep can
be found in the time series of Qm and Qv. However, upon closer
inspection of the pattern in Fig. 2(b1), we noticed a decrease in the
amplitude of Qm and Qv, leading to an increase in the duration of
sleep bouts due to reduced excitation of Orx on MA and inhibition
on VLPO. From Fig. 2(b2), it is evident that the homeostatic process
and circadian drive performed their normal functions.

When the level of Orx is reduced to a quarter of that observed in
normal sleep (r1 = r2 = 0.25), we observe the emergence of flip-flop
dynamics between sleep and wakefulness, resulting from mutual
inhibitory interactions. However, this abnormal transition between
wakefulness and sleep deviates from the typical pattern. From the
analysis of Fig. 2(c1), it is evident that approximately 9 h of sleep
per day are generated, with an additional 3 h of sleep occurring
during the daytime, as observed in the time series for Qv and C.
This additional sleep during the daytime highlights the role of Orx
in sustaining wakefulness. Furthermore, it can be noted that the
amplitudes of Qm and Qv decrease as the level of Orx is reduced.

Finally, when Orx is completely removed from the model
(r1 = r2 = 0), the simulated 36-h firing rate time series of the new
model without Orx are plotted in Fig. 2(d1). As shown, the circa-
dian rhythm in the sleep process completely disappeared, and the
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FIG. 2. (a1)–(f1) Firing rates Qm (blue), Qv (orange), and Qx (black) for (r1 = 1.0, r2 = 1.0), (r1 = 0.5, r2 = 0.5), (r1 = 0.25, r2 = 0.25), (r1 = 0.0, r2 = 0.0),
(r1 = 0.0, r2 = 1.0), and (r1 = 1.0, r2 = 0.0), respectively. The homeostatic process H [green, Eq. (5)] and the circadian drive C [gray, Eq. (7)] are shown in (a2)–(f2).

number of transitions between wakefulness and sleep per day signif-
icantly increased. Without Orx, it is almost impossible to maintain
wakefulness, while sleep cannot be prolonged.

Regarding the comparison between the excitation of Orx on
MA and the inhibition of Orx on VLPO, Figs. 2(e1) and 2(f1) show
the time series of Qm and Qv with r1 = 0.0, r2 = 1.0 (without exci-
tation) and r1 = 1.0, r2 = 0.0 (without inhibition), respectively. By
comparing these two cases, we can identify abnormal wakefulness
and a disorderly switch between wakefulness and sleep without the
excitation of Orx on MA [Fig. 2(e1)], indicating that excitatory
effects play a role in maintaining wakefulness. What is important,
we observed a similar progression of normal sleep with a bit longer
sleep duration without the inhibition of Orx on MA [Fig. 2(f1)],
demonstrating the inhibitory effect of Orx on VLPO plays a role in
awakening from sleep.

B. The effect of Orx on the hysteresis loop

In a previous study, Phillips and Robinson have reported that
the normal wake/sleep dynamics arise from the hysteresis loop with

changes in Dv, which is composed of the combination of the net
oscillatory drives H and C, while the drive Dm remains constant.24 By
considering the excitation of Orx on MA and the inhibition of Orx
on VLPO, the new model produces a trajectory resembling a loop
through the (Dv, Dm) plane, as shown in Fig. 3(a). During normal
sleep, when the system is in a wakeful state, Orx is active. Initially,
Dm increases but then decreases due to the change of Qx induced by
C. In contrast, Dv increases due to the heightened activity of H and
the weakened inhibition of Orx. This leads to a change in Dm and Dv

that moves the system from the wake region, through the bistable
region, and into the sleep region. When the brain is in a sleep state,
Orx is inactive due to inhibition from VLPO. The value of Dm is
small and increases with the increased activity of C. On the other
hand, Dv decreases from a large value due to the reduced activity of
the homeostatic sleep drive H. Eventually, the drive Dm reaches a
sufficiently large value while Dv decreases to a small value, trigger-
ing a transition back to a wakeful state. Upon awakening from sleep,
Orx activates the MA by increasing Dm and inhibits VLPO by reduc-
ing Dv, thereby preventing transitions back to sleep and maintaining
wakefulness by consolidating periods of the wake. After the brain
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FIG. 3. (a) Phase diagram on the (Dv ,Dm) plane for different dynamical regions. The bistable region is blue-shaded, and the wake and sleep regions are labeled. The trajectory
loops for the different levels of Orx (r1 = 1.0, r2 = 1.0), (r1 = 0.5, r2 = 0.5), (r1 = 0.25, r2 = 0.25), and (r1 = 0.0, r2 = 0.0) are shown. (b)–(d) The time series of the
dirve Dm (orange) and Dv (blue) for the different levels of Orx (r1 = 1.0, r2 = 1.0), (r1 = 0.5, r2 = 0.5), and (r1 = 0.25, r2 = 0.25), respectively.

falls asleep again, VLPO activates and suppresses Orx, resulting in a
reduction in Dm and an increase in Dv, thus facilitating another bout
of consolidated sleep.

Furthermore, upon comparing Figs. 3(b)–3(d), we observed
that the oscillatory amplitudes of Dm and Dv decreased with decreas-
ing levels of Orx, especially for Dm. As a result, the loop-like tra-
jectory shifted towards the bottom-left corner and became smaller
in the (Dv, Dm) plane. When Orx was completely removed from
the model, the trajectory (the pink line) became even smaller, as
depicted in Fig. 3(a). Therefore, we identified two key roles for
Orx: (i) Orx excites the MA and inhibits the VLPO during wake-
fulness, thereby consolidating bouts of wake by increasing Dm and
decreasing Dv. (ii) The reduced levels of Orx cause the oscillatory
amplitudes of Dm and Dv to decrease, generating a bistable state in
which both wake and sleep states are close to the saddle point.

C. The effect of Orx on thresholds for state transitions

To demonstrate the effects of Orx on the transition between
wakefulness and sleep, Figs. 4(a)–4(d) provide time series for Qm

and Qv with appropriate noise for r1 = r2 = 1.0, r1 = r2 = 0.5,
r1 = r2 = 0.25, and r1 = r2 = 0.0, respectively. Figure 4(a) shows a
simulated 36-h firing rate time series for normal wake/sleep, where

noise does not influence the switch between wakefulness and sleep
due to the consolidating role of Orx. When the level of Orx is
appropriately reduced, as shown in Fig. 4(b), the switch between
wakefulness and sleep is not influenced by noise. However, the
duration of sleep is prolonged, indicating a weakened awakening
function of Orx. Further reduction in the levels of Orx leads to an
increased number of transitions between wakefulness and sleep, as
induced by noise, as observed in Fig. 4(c) compared to Fig. 2(c1). In
the absence of Orx (r1 = r2 = 0.0), noise causes frequent state tran-
sitions, as shown in Fig. 4(d). The results suggest that the thresholds
for state transitions decrease with decreasing levels of Orx.

To gain further insights into the influence of Orx levels on
wake/sleep dynamics in a noisy environment, we analyzed two key
factors: the average number of transitions (N) between wakefulness
and sleep per day and the total sleep time. The results are illustrated
in Fig. 5. In Fig. 5(a), it can be observed that the number of transi-
tions (N) increases as the level (r) of Orx decreases below a critical
value. This finding suggests that Orx plays a vital role in consol-
idating the cycle of wakefulness and sleep by maintaining a high
threshold for state transitions. Additionally, Fig. 5(d) shows a slight
increase in total sleep time per day.

To highlight the excitatory effect of Orx on the wake-
promoting region (MA) and the inhibitory action of Orx on the
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FIG. 4. (a)–(d) Time series for firing rates Qm (blue) and Qv (orange) in the noisy model for (r1 = 1.0, r2 = 1.0), (r1 = 0.5, r2 = 0.5), (r1 = 0.25, r2 = 0.25), and
(r1 = 0.0, r2 = 0.0), respectively.

sleep-promoting region (VLPO), we examined the number of tran-
sitions for fixed values of r1 = 1.0 (maintaining excitation) and
r2 = 1.0 (maintaining inhibition). Figures 5(b) and 5(c) depict the
number of transitions under these conditions, while Figs. 5(e)
and 5(f) display the corresponding total sleep time. Notably, when
the excitation of Orx on MA is preserved and the inhibitory action
of Orx on VLPO is varied [Fig. 5(e)], the number of transitions (N)
remains constant at 1. On the other hand, N increases as r1 decreases
while maintaining the inhibitory action of Orx on VLPO. These
findings suggest that the excitation of Orx on MA contributes to
stabilizing the wakefulness and sleep cycle due to its excitatory effect.

Comparing Fig. 5(e) with Fig. 5(f), it is evident that the total
sleep time exhibits a mild increase as r2 decreases, while the total
sleep time remains relatively constant as r1 changes. These observa-
tions suggest that the inhibitory action of Orx on VLPO promotes
awakening from sleep. Moreover, an interesting observation can
be made by comparing Fig. 5(a) with Fig. 5(c): the number of
transitions in the absence of both excitation and inhibition is sig-
nificantly higher than when only excitation is absent. This finding
indicates that the inhibition of Orx plays a crucial role in regulating
wakefulness and sleep.

In summary, our findings demonstrate that Orx levels have
a significant impact on wake/sleep dynamics. Decreasing Orx lev-
els lead to an increased number of transitions between wakefulness

and sleep, indicating the importance of Orx in maintaining a stable
sleep-wake cycle. Furthermore, the excitatory effect of Orx on MA
and the inhibitory action of Orx on VLPO contribute to the mod-
ulation of these transitions and the promotion of awakening from
sleep. These results shed light on the intricate role of Orx in the
regulation of sleep and wakefulness, emphasizing its significance in
maintaining a balanced sleep-wake pattern.

D. Potential landscape and barrier

Although our previous data describe the dynamics of the new
sleep model, we still lack an understanding of how Orx influences
the threshold of transition between wakefulness and sleep, as well
as the physical mechanisms underlying these transitions. To inves-
tigate these transitions in more detail, we applied the landscape
and flux theory.47 Equations (1a) and (1b) were simplified to the
following equation:

τ
dx

dt
= F(x) + ξ(t), (7)

with x = [Vm, Vv], F(x) = [Fm(Vm, Vv), Fv(Vm, Vv)] = [−Vm

+ νmvQv + Dm, −Vv + νvmQm + Dv], and τ = [τm, τv]. ξ(t) repre-
sents independent Gaussian white noise with 〈ξx(t)〉 = 0 and
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FIG. 5. The average number (N) of state transitions per day between wakefulness and sleep is plotted against the level of Orx in (a). The sleep process is simulated for ten
days. (b) The number N is shown as a function of r2 for r1 = 1.0. (c) N is plotted against r1 for r2 = 1.0. The average total sleep time per day is computed and shown in
(d)–(f), with the parameters remaining the same as in (a)–(c).

〈ξx(t)ξx′(t′)〉 = 2σδ(x − x′)δ(t − t′), where σ denotes the noise
strength.

In a stochastic system, the dynamical behavior is usually
described by the probability distribution rather than the evolu-
tionary trajectory of the system. The probability evolution of the
stochastic differential equation satisfies

∂P

∂t
= −∇ · J(x, t) = −∇ · [FP − ∇ · (σP)], (8)

where J is the probability flux. This equation states that the rate
of change of local probability is equal to the flux entering the sys-
tem, based on the conservation law of probability. If the underlying
system reaches a steady state, this equation can be written as

∂P

∂t
= −∇ · Jss = −∇ · [FPss − ∇ · (σPss)] = 0. (9)

There are two different solutions for ∇ · Jss = 0: Jss = 0 and
Jss 6= 0. When Jss = 0, it indicates a zero flux, leading to a state of
detailed balance where there is no exchange of energy or informa-
tion with the external environment in equilibrium. From Eq. (9),
we found that F(x) = −σ ∂U

∂x
, where Pss represents the probability

distribution of the steady state, and the potential U is defined as

U = − ln(Pss). (10)

In this case, it is evident that the equilibrium dynamics are solely
controlled by the gradient of the potential or energy U. The equilib-
rium dynamics of the sleep system are similar to those of an electron
moving in an electric field.

For Jss 6= 0, we have F(x) = −σ ∂U
∂x

+ Jss
Pss

. The function F(x) can

be decomposed into the gradient of a potential
(

−σ ∂U
∂x

)

and a curl

flow flux
(

Jss
Pss

)

.47 Moreover, the detailed balance is broken due to the

non-zero net flux, and the sleep system reaches a non-equilibrium
state. The non-equilibrium dynamics of the sleep system, driven by
the circadian and homeostatic drives, can be likened to electrons
moving in both electric and magnetic fields.

Figure 6 depicts three-dimensional potential landscapes for
different constant drives with a small noise strength. It is evident
that (Dm, Dv) is situated near the boundary of node-saddle bifurca-
tion, resulting in a weak bistable state characterized by a deep wake
potential well and a shallow sleep potential well [Fig. 6(a)]. As Dm

decreases and Dv increases, two basins of attraction emerge in the
potential landscape, leading to a bistable state with both wake and
sleep states. Moreover, the bistable state exhibits almost symmetri-
cal characteristics [Fig. 6(b)]. With a further decrease in Dm and an
increase in Dv, the second basin of attraction becomes deeper and
more stable, while the wake state becomes unstable, ultimately tran-
sitioning the system into the sleep phase [Fig. 6(c)]. Conversely, the
potential landscape undergoes opposite changes when Dm increases
and Dv decreases, as depicted in Figs. 6(d)–6(f). Thus, the brain
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FIG. 6. (a)–(i) The three-dimensional landscape picture. (a) (Dm,Dv) = (1.8, 1.94), (b) (2.37, 1.8), (c) (3.1, 1.62), (d) (2.07, 1.17), (e) (1.76, 1.22), (f) (1.5, 1.35), (g) (1.92,
1.4), (h) (1.58, 1.09), and (i) (1.25, 0.8). These parameters are denoted by filled circles in Fig. 3(a), respectively. Bs and Bw stand for the barriers of the stable sleep state and
wake state, respectively.

achieves the transition between wakefulness and sleep by traversing
different barrier heights through adjustments in Dm and Dv, com-
bining interactions among the homeostatic process, Orx, and the
circadian drive.

To examine the impact of Orx levels on thresholds for state
transitions, we selected specific parameters (Dm, Dv) situated in
different loops associated with varying levels of Orx. Comparing
Figs. 6(b), 6(g), 6(h), and 6(i), we observed four basins of attraction
with varying depths. As both Dm and Dv decreased, the depths of the
wake and sleep state valleys visibly diminished, indicating a grad-
ual destabilization of the basin of attraction. The barrier height of
the bistable state between wakefulness and sleep decreased as Dm

and Dv decreased. Consequently, a reduction in Orx levels leads
the brain to a bistable state with a lower threshold, thus inducing

narcolepsy characterized by frequent state transitions triggered by
external environmental disturbances. It is important to emphasize
that our primary objective was to illustrate the physical mechanisms
and qualitative behavior of our model as Orx levels fluctuate. What
is more, the quantitative values predicted in this study could be fitted
to specific clinical datasets in future research.

IV. CONCLUSIONS

In this study, we developed a mathematical model of wakeful-
ness and sleep regulated by Orx based on new experimental findings,
which revealed an indirect inhibitory effect of sleep-promoting neu-
rons in the ventrolateral preoptic nucleus. Using a sleep model
as the foundation, we constructed a neural circuit incorporating
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physiological knowledge and provided a clear understanding of the
physical mechanisms and quantification of narcolepsy, a disorder
characterized by instability in the arousal state due to the loss of Orx.
The model exhibited mutual inhibitions and featured two “flip-flop”
switches between wakefulness and sleep, with each group of neurons
indirectly reinforcing its own firing. Only one neuronal population
could be active at a time, leading to rapid transitions between states.

Our model successfully reproduced the dynamic behavior of
normal sleep, by taking into account the influence of circadian drive
and homeostatic processes under appropriate physiological param-
eters. Additionally, it provided an explanation for various features
observed in narcolepsy. We elucidated the underlying mechanisms
of normal sleep through net drive loops in the (Dm, Dv) plane.
Importantly, we identified distinct effects of Orx, resulting from
its excitatory impact on the monoaminergic (MA) group and its
inhibitory action on the ventrolateral preoptic nucleus (VLPO). The
excitation of Orx on MA played a crucial role in stabilizing the
wake/sleep cycle by maintaining wakefulness, while the inhibitory
action of Orx on VLPO contributed to the transition from sleep to
wakefulness.

Furthermore, we demonstrated the sleep fragmentation char-
acteristics of narcolepsy by simulating a reduction in Orx levels
within the sleep model. A decreased level of Orx shifted the sys-
tem to a bistable state with a lower threshold, leading to fragmented
wake/sleep patterns resembling those observed in narcolepsy, char-
acterized by frequent state transitions.

To elucidate the physical mechanism by which the loss of Orx
induces fragmented sleep, we conducted further investigations into
the global nature of the sleep system using the theory of potential
landscapes. Our findings revealed that the sleep system can be effec-
tively characterized by the topography of its landscape. The barrier
height of the potential landscape served as a quantitative indicator
of stability. We observed that the transitions between wakefulness
and sleep in the brain occur through the traversal of different barrier
heights, achieved by modulating the parameters Dm and Dv, by con-
sidering the interactions among the homeostatic process, Orx levels,
and the circadian drive. When the level of Orx is reduced, leading to
a decrease in Dm and Dv, the system enters a bistable state with an
extremely low threshold. Consequently, fragmented sleep accompa-
nied by frequent state transitions arises due to the susceptibility of
the system to external environmental disturbances. By examining
brain states through the lens of potential landscapes, we can gain a
deeper understanding of the underlying physical processes involved
in the transitions between different brain states.

Our research presents a novel sleep model that significantly
enhances our comprehension of the regulatory role of Orx in sleep,
particularly in relation to fragmented sleep with frequent transitions.
Although the exact action network of Orx is not fully elucidated, our
simplified model in this paper successfully demonstrates that nor-
mal sleep and the key characteristic of narcolepsy can be attributed
to the loss of Orx. Furthermore, we have identified distinct effects
of Orx on the regulation of sleep architecture, which are medi-
ated by the excitation of Orx on MA and the inhibition of Orx on
VLPO. Developing a more realistic and comprehensive model has
the potential to provide deeper insights into the biological func-
tions of the brain and further advance our understanding in this
field.

The Orx system plays a crucial role in regulating wakefulness
and sleep in mammals. Orx neurons are involved in promoting
arousal and maintaining wakefulness. The loss or dysfunction of Orx
neurons has been linked to sleep disorders such as narcolepsy, char-
acterized by excessive daytime sleepiness and sudden loss of muscle
tone (cataplexy).48,49 Research has shown that Orx acts as a key mod-
ulator of the wake/sleep cycle by influencing various brain regions
involved in sleep regulation.50 Additionally, Orx is involved in reg-
ulating rapid eye movement (REM) sleep, a phase associated with
vivid dreaming and important physiological functions. Orx neurons
inhibit REM sleep-promoting regions, such as the ventrolateral peri-
aqueductal gray (vlPAG), and suppress muscle atonia during REM
sleep.51 Understanding the role of Orx in wake/sleep regulation has
significant implications for the development of therapies targeting
sleep disorders. Manipulating the Orx system through Orx receptor
agonists or antagonists has shown promising results in the treatment
of narcolepsy and other sleep disorders.5
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